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Axes of a revolution: How big data will transform healthcare 

 
S. Shilo, H. Rossman, E. Segal 

Abstract 

Health data is increasingly being generated at massive scales, at various levels of phenotyping, 

and from different types of resources. Concurrent with recent technological advances in both data 

generation infrastructure and data analysis methodologies, there have been many claims that these 

events will revolutionize healthcare, but these claims are still a matter of much debate. Addressing 

the potentials and challenges of big data in healthcare requires an understanding of the 

characteristics of the data. Here, we characterize different axes of medical data, describe the 

considerations and tradeoffs taken when generating such data and the types of analysis that may 

achieve the tasks at hand. Our review aims to dissect and discuss these topics and to contribute to 

the ongoing discussion of the shift to big data resources and its potential in advancing our 

understanding of health and disease. 

Introduction  

Health has been defined as “a state of complete physical, mental and social well being and not 

merely the absence of disease or infirmity” 1. This definition may be expanded to view health not 

as a single state, but rather as a dynamic process of different states in different points in time that 

together assemble a health trajectory 2. The ability to understand the health trajectories of different 

individuals, how they would unfold along different pathways, how the past affects the present and 

future health, and the complex interactions between different determinants of health over time, are 

among the most challenging and important goals in medicine.  

 

Following technological, organizational and methodological advances in recent years, a new and 

promising direction has emerged towards achieving these goals: the analysis of big data in 

healthcare. With the rapid increase in the amount of medical information available, the term “big 

data” has become increasingly popular in medicine. This increase is anticipated to continue as data 

from Electronic health records (EHR) and other emerging data sources such as wearable devices 

and multinational efforts for collection and storage of data and bio-specimens in designated 

Biobanks will expand.  

 

Analyses of large-scale medical data has the potential to unravel new and unknown associations, 

patterns and trends in the data that may pave the way to many scientific discoveries in the 

pathogenesis, classification, diagnosis, treatment and progression of diseases. These include 

constructing computational models utilizing the data in order to accurately predict clinical 

outcomes and disease progression which have the potential to identify individuals of high risk and 
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prioritize them for early intervention strategies 3 and evaluation of the influence of public health 

policies on real life data 4. However, many challenges still remain for the fulfillment of these 

ambitious goals.  

 

In this review, we will first define big data in medicine and different axes of medical data, followed 

by data generation processes, and more specifically considerations for constructing longitudinal 

cohorts for obtaining data. We will then discuss data analysis methods, the potential goals of these 

analyses, and the challenges for achieving them. 

Big data in medicine  

The definition of “Big data” is diverse, partly due to the fact that “Big” is a relative term. While 

some definitions are quantitative, defining  the volume of data needed for a dataset to be considered 

as “Big” 5, other definitions are qualitative, such as datasets in which the size or complexity of the 

data are too large to be properly analysed using traditional data analysis methods 6. 

 

Medical data has unique features 7. It may include administrative health data, biomarkers, 

biometric data (e.g., from wearable technologies) and imaging and may originate from many 

different sources, including EHRs, clinical registries, biobanks, the Internet and patient’s self 

reported data 8. Medical data can also be characterized and vary by states such as (1) structured vs. 

unstructured (e.g., diagnosis codes vs. free text in clinical notes); (2) Patient-care vs. research 

oriented (e.g., hospital medical records vs. biobanks); (3) Explicit vs. implicit (e.g., checkups vs. 

social media) and (4) Raw vs. ascertained (e.g., data without processing vs. data after 

standardization and validation processes). 
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Figure 1: Axes of health data 

 

Axes of data 

Health data is complex, and can be viewed as having the following axes (Figure 1):  

 

1. (N) Number of participants: Sample size in an important consideration in every medical 

data source. In longitudinal cohorts, planning of the desired cohort size, calculated based 

on the estimation of the number of predefined clinical endpoints expected to occur during 

the follow-up period, is critical to reach sufficient statistical power 9. As a result, the study 

of rare disease trajectories even before their onset requires a very large number of 

individuals and is often impractical. Retention rate from the study is also an important 

factor in determining the cohort size 10. The main limitations for increasing sample size are 

recruitment rate and other financial and organisational constraints.  

 

2. (D) Depth of phenotyping: Medical data may range from the molecular level and scale up 

even to the level of social interactions among subjects. It may be focused on one specific 

organ or system in the body (e.g., the immune system) or be more general and contain 

information regarding the entire body (e.g., total body MRI imaging).  

 

On the molecular level, data may be obtained from a variety of experimental methods that 

analyze a diverse array of “omics” data, which broadly represents the information 
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contained within an individual’s genome and its biological derivatives. Omic data may 

include transcriptional, epigenetic, proteomic and metabolomic data 11. Another rich source 

of omic-level information is the human microbiome, the collective genome of trillions of 

microbes residing in our body 12. 

 

Additional phenotypes which may be obtained include demographics and socioeconomic 

factors (e.g., ethnicity, material status), anthropometrics (e.g., weight and height 

measurements), lifestyle habits (e.g., smoking, exercise, nutrition), physiome or continuous 

physiological measurements (e.g., blood pressure, heart rhythm and glucose 

measurements, which can be measured by wearable devices), clinical phenotyping (e.g., 

diagnoses, medication use, medical imaging and procedures results), psychological 

phenotyping and environmental phenotyping (e.g., air pollution and radiation level by 

environmental sensors that connect with smartphones). Diverse data types poses an 

analytical challenge, as their processing and integration requires in-depth technical 

knowledge about how these data were generated, the relevant statistical analyses, and the 

quantitative and qualitative relationship of different data types 13.  

 

When constructing a prospective cohort, choosing the type and depth of information to 

measure is challenging and depends on many considerations. Each test should be evaluated 

based on its relevance, reliability, and required resources. Relevance relies on other 

epidemiological studies that found significant associations with the studied health 

outcomes. Reliability includes selecting methods that pass quality testing including 

calibration, maintenance, ease of use, training, monitoring, and data transfer. Resources 

include both capital and recurrent costs.  

 

Additional considerations include finding the right balance between exploiting known data 

types (such as genomic information) and exploring new types of data (such as new 

molecular assays) that have not been previously studied for the scientific question and are 

therefore more risky, but may lead to new and exciting discoveries (hence “Exploration 

v.s. Exploitation”). It is also important to consider that the rapid acceleration of newer and 

cheaper technologies for data processing, storage and analysis will hopefully enable 

measurements of more data types and for larger cohorts as time progresses. One striking 

example is the cost of DNA sequencing, which decreased over 1-million fold in the last 

two decades 14. Another consideration is the possibility that the mechanisms that we are 

searching for, and the answers to our scientific questions, depend on components that we 

cannot currently measure, and therefore considering which biospecimies to store for future 

research is also of highly importance. 

  

3. (F) Longitudinal follow-up: Long term follow-up allows observation of temporal 

sequence of events. We should consider the time intervals between different data points or 
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follow-up meetings in the case of longitudinal cohorts, the availability of different 

phenotypic data in each point, and the total duration of follow-up.  

 

It was previously hypothesized that the set point of several physiological and metabolic 

responses in adulthood are affected by stimulus or insults during the critical period of 

embryonic and fetal life development, a concept known as “fetal programming“ 15. For 

example, associations between low birthweight and type 2 diabetes mellitus, coronary heart 

disease, and elevated blood pressure have been previously demonstrated 16. Therefore, to 

be able to fully explore disease mechanisms, the follow-up period should ideally be 

initiated as early as possible, with data collection starting from the preconception stage, 

followed by the pregnancy period, delivery, early and late childhood and adulthood (hence 

“from pre-womb to tomb” approach 17. Although such widespread information is rarely 

available in most data sources, large longitudinal cohorts that recruit women already at 

pregnancy are emerging, such as  “The Born in Guangzhou Cohort Study” (BIGCS) 18 and 

the “Avon Longitudinal Study of Parents and Children” (ALSPAC) cohorts 19 . 

 

Another important consideration in longitudinal cohorts is the adherence of the participants 

to follow-ups. Selection bias due to loss to follow-up may negatively affect the internal 

validity of the study 20. For example, the UKBiobank was criticized as having a selection 

bias due to low response rate by participants (5.5%) 20. Disadvantaged socio-economic 

groups, including ethnic minorities, are more likely to drop out and thus possibly bias the 

results. It is therefore important to consider the effect of different retention strategies on 

different subpopulations in longitudinal studies, specifically in studies in which the follow-

up period is long 10.  To increase adherence to follow-ups,  incentives are sometimes 

utilized. For example, Genes for Good (GFG) uses incentives such as return of survey 

response summaries and genetic data including ancestry analysis to participants for 

continued participation and contribution of a saliva sample 21.   

     

4. (I) Interactions between individuals included in the data: The ability to connect each 

individual in the data to other individuals who are related to him or her is fundamental for 

the ability to explore mechanisms of disease onset and progression and gene-environment 

interactions. Such relations may be genetic, allowing the calculation of the genetic distance 

between different individuals, or environmental, e.g., identifying individuals that share the 

same household, neighborhood or city. Intentional recruitment of individuals with genetic 

or environmental interactions increases the power to answer these scientific questions. One 

example is twin cohorts, such as “the Finnish Twin Cohort” 22 or recruitment of family 

triads of mothers, fathers and their offspring, such as “The Norwegian Mother and Child 

Cohort Study” (MoBa) 23. Of note, recruitment of genetically related individuals or 

individuals from the same environmental may result in decreased heterogeneity and 

diversity of the cohort (see below).  
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5. (H) Heterogeneity and diversity of the cohort population: When analysing the 

heterogenicity of the data, factors such as age, sex, race, ethnicity, disability status, 

socioeconomic status, educational level, and geographic location should be considered. In 

longitudinal cohorts, the inclusion process involves several steps: a selection of a subject 

for inclusion in the study, the consent of the patient, and the selection of the subject data to 

be analysed by the study researchers. Sampling bias may arise from either one of these 

steps, as different factors may impact them 24. For example, volunteer biases, as it was 

shown that individuals who are willing to participate in studies may be systematically 

different from the general population 25.  

 

High heterogeneity in the study population and inclusion of disadvantaged socio-economic 

groups are important for generalizing the results to the entire population and since medical 

research of these populations is often lacking 26. For example, the Framingham Heart Study 
27, which included residents of the city of Framingham, Massachusetts, and the Nurses’ 

Health Study 28, which included registered American nurses, were relatively homogeneous 

in regard to environmental exposures and educational level, respectively. Thus, although 

many important studies were based on these cohorts, the question of whether their 

conclusions apply to the general population remains open 29. Current studies such as the 

All-of-Us research program defined heterogeneity as one of their explicit goals, with more 

than 80% of the participants recruited to date originate from historically underrepresented 

groups 30. 

 

However, increasing the heterogeneity of the study population (for example, by including 

young age participants) may increase the variability in the phenotype tested and decrease 

the anticipated rate of clinical endpoints expected to occur in the study period, and therefore 

will require a larger sample size to reach statistically significant results.  

 

6. (S) Standardization and harmonization of data: Health data may come from many 

disparate data sources. Using these sources to answer desired clinical research questions 

requires comparing and analysing these sources concurrently. As such, harmonizing data 

and maintaining a common vocabulary is important. Data can be either collected in a 

standardized way (e.g.,  ICD-9 diagnoses, structured and validated questionnaires) or be 

categorized in a later stage by standard definitions.  

 

Standardizing medical data into a universal format will enable collaborations across 

multiple countries and resources 31,32. For example, the Observational Health Data Sciences 

and Informatics (OHDSI) initiative is an international collaborative effort to create open-

source unified common data models from transformed large network of health databases 
31. This enables a significant increase in sample size and heterogeneity of data as shown in 
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a recent study that examined the effectiveness of second-line treatment of type 2 diabetes, 

and utilized data made available by this initiative from 246 million patients from multiple 

countries and cohorts 33. 

 

7. (L) Linkage between data sources: The ability to link different data sources together, and 

thereby retrieve information on a specific individual from several data sources is also of 

great value. For example, The UKBiobank data is partially linked to existing health 

records, such as those from general practice, hospitals and central registries 34. Linking 

EHR with genetic data collected in large cohorts enables the correlation of genetic 

information with hundreds to thousands phenotypes identified by the EHR  35.  

 

For this linkage to be possible, each person should be issued a unique patient identifier 

(UPI) that will apply to all databases. However, mostly due to privacy and security 

concerns, UPI’s are currently not available 36. To tackle this, two main approaches were 

suggested. The first is to create regulation and legislative standards to ensure the privacy 

of the participants. The second is to give the patients full ownership of their own 

information, thereby allowing them to choose whether they allow linkage to some or all of 

their medical information. For example, Estonia was the first country to give its citizens 

full access to their EHRs 37,38. The topic of data ownership is debatable and broadly 

discussed elsewhere 39,40.  

 

Additional aspects of medical data were previously described as part of the FAIR principles 

for data management. The data should be: (1) Findable, data registered or indexed in a 

searchable resource since knowing which data exists by itself is not always easy; (2) 

Accessible, as access to the data by the broad scientific community is important for 

reaching its full scientific potential; (3) Interoperable, a formal and  accessible applicable 

language for knowledge representation, which is also a part of the standardization (S) axis 

described above, and; (4) Reusable, including developing tools for scalable and replicable 

science, a task that requires attention and resources 41. 

 

Data generation 

Longitudinal population studies and Biobanks 

While much of the medical data available for analysis is passively generated by the health care 

systems, new forms of biobanks, which actively generate data for research purposes, are emerging 

in recent years. Biobanks were traditionally defined as collections of various types of biospecimens 
42. This definition was recently expanded to “a collection of biological material and the associated 

data and information stored in an organized system, for a population or a large subset of a 

population” 43. Biobanks have increased in variety and capacity, combining different types of 

http://f1000.com/work/citation?ids=5950070&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=7517978&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=7431363&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=80966&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=6078069,7515395&pre=&pre=&suf=&suf=&sa=0,0
http://f1000.com/work/citation?ids=3623831,7518402&pre=&pre=&suf=&suf=&sa=0,0
http://f1000.com/work/citation?ids=1305344&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=3335971&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=7531083&pre=&suf=&sa=0


 

phenotyping data, thus creating rich data resources for research 44. Unlike traditional, single-

hypothesis driven studies, these rich data sets try to address many different scientific questions. 

The prospective nature of these studies is especially important, because the effects of different risk 

factors can be analysed prior to disease onset.  

 

While the concept of “Mega Biobanks” 45 is not well defined in the literature, we believe they can 

be viewed qualitatively as Biobanks which integrate many of the different data axes mentioned 

above at a broad scale and include data measured on large sample sizes (N) together with deep 

phenotyping of each individual (D) for a long follow-up period (F), collected and stored with 

standardization (S), and allowing interactions within participants (I) and with external sources (L) 

to be studied. Prominent examples include UKBiobank 46, All-of-us Research 30, Kadoorie biobank 
47, Million Veteran program 45 and Mexico City study 48 as well as others. For a comprehensive 

survey of existing biobanks, see 24.  

‘Deep cohorts’: A tradeoff between axes 

When constructing a biobank or a longitudinal cohort, each of the axes of data mentioned above 

has to be carefully assessed, as each has its costs and benefits. Limited research resources dictate 

an inherent tradeoff between different axes, and the ideal dataset that measures everything on 

everybody is unattainable. One necessary tradeoff is between the scale of the data gathered (Axis 

N) and the depth of the data (Axis D). For example, EHRs can contain medical information on 

millions of individuals, but rarely have any molecular phenotypes or lifestyle assessments. 

Medium size cohorts of thousands or tens of thousands of individuals represent an interesting 

operating point as they can collect full molecular and phenotypic data on a large enough population 

and thus study a wide variety of scientific questions. We can term such cohorts ‘deep cohorts’. 

 

We believe that there is immense scientific potential for deep cohorts that apply the most advanced 

technologies to phenotype, collect, and analyze data from medium sized cohorts.  For example, we 

previously collected a cohort of over 1,000 healthy people and deeply phenotyped it for genetics, 

oral and gut microbiome, immunological markers, serum metabolites, medical background, bodily 

physical measures, lifestyle, continuous glucose levels, and dietary intake. This cohort allowed us 

to study many scientific questions, such as the interpersonal variability in post-meal glucose 

responses 49–51, the ability to predict human traits from microbiome data, factors shaping the 

composition of the microbiome 50, and associations between microbial genomic structural variants 

and host disease risk factors 51. We are following this cohort longitudinally and expanding its 

number of participants by 10-fold as well as adding new types of assays, with the goal of 

identifying molecular markers for disease with diagnostic, prognostic and therapeutic value.  Other 

examples of medium size cohorts include the University College London-Edinburgh-Bristol 

(UCLEB) Consortium, which performs large-scale, integrated genomics analyses and includes 

roughly 30,000 individuals 52 and the Lifelines cohort which deeply phenotyped a ~1,000 subset 

of its ~167,000 person cohort for microbiome, genetics, and metabolomics 53 .  
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The other axes of medical data mentioned above also require financial resources. Therefore, 

planning a prospective cohort warrants careful consideration of these tradeoffs and utilization of 

cost-effective strategies. For example, both the duration of longitudinal follow-up and the number 

and types of tests that are performed during follow-up visits (Axis F) have financial costs. 

Increasing the heterogeneity of the cohort (Axis H) may also come at a cost: in the All of Us 

research program, National Institutes of Health (NIH) funding was given to support recruitment of 

community organizations in order to increase the cohort racial, ethnic and geographic diversity 30. 

Additional tradeoffs are very likely to come up when collecting data, some were discussed above 

in the individual axes sections. The tradeoffs between different axes of medical data and 

specifically between scale (Axis N) and depth (Axis D) is presented in Figure 2. 

 

 

 
Figure 2: Tradeoffs between axes of data. A: Examples of types of data generating cohorts and 

their placement on the axes of phenotyping depth v.s. Number of participants. B: Axes values for 

three types of cohorts: Blue - Mega-Biobanks, Red: Deep cohorts, Green - EHRs. 

Abbreviations : EHR- Electronic health record, GWAS - Genome wide association study, RCT- 

Randomized controlled trial.  

 

Numerous additional challenges exist in the construction of a large longitudinal cohort 24. Many 

of the challenges that arise in the collection, storage, processing and analysis of any medical data 

(see ‘Potentials and Challenges’ section below) are amplified as the scale and the complexity of 

the data increases. In most cases, specialized infrastructure and expertise are needed to overcome 

these challenges, as the generation of new cost-effective high-throughput data requires expertise 

in different fields. In addition, many research applications emanating from these sources of data 

are interdisciplinary in their nature. This presents an organizational challenge in creating 

collaborations between clinicians and data scientists and educating physicians to understand and 

apply tools for large scale data sources. 
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Ensuring participants compliance to the study protocol is also essential for ensuring the scientific 

merit of the data. Several examples include fasting prior to blood tests 54 and accurate logging of 

daily nutrition and activities in a designated application 49. Compliance assessment by itself can 

also be challenging, as it often relies on participants self reporting. Finally, maintaining public 

trust and careful consideration of legal and ethical issues, especially those regarding privacy and 

de-identification of study participants, are crucial to the success of these studies 55–58; 55,56 

 

Constructing a Biobank requires many resources, and as a result, is much harder to establish in 

underdeveloped countries. As a result, these populations remain underrepresented and studied. The 

geographical distribution of the major biobanks that are currently being collected worldwide is 

presented in Figure 3. 

 

 

Figure 3: Global map of Mega-Biobanks 

 

Data analysis 

How do we utilize massive datasets to achieve the numerous potentials of medical data analyses? 

How can we bridge the gap between the collected data and our understanding and knowledge of 

human health? The answer to these questions can be broadly described by the common term Data 

Science. Data science was previously defined by Hern59n 59 as segregated into 3 distinct forms of 

analysis tasks: Description, prediction, and counterfactual prediction. This distinction holds true 

for medical data of any type and scale and helps us with the temptation to conflate different types 

of questions regarding analysis of  the data 60.  
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These tasks can be defined and utilized as following:  

 

1. Descriptive analysis can be broadly defined as “using data to provide a quantitative 

summary of certain features of the world” 59. A few examples include retrospective 

analyses of the dynamics of Body Mass Index (BMI) in children over time in order to 

define the age in which development of sustained obesity occurs 61 and the correlation of 

the differences in normal body temperature within different individuals and mortality 62. 

Descriptive analysis approaches are useful for unbiased exploratory study of the data and 

for finding interesting patterns in the data, which may lead to testable hypotheses. 

 

2. Prediction analysis aims to learn a mapping from a set of inputs to some outcome of interest 

where the mapping can later be used to predict the outcome from the inputs in a different 

set. It is thus applied in settings in which we have a well-defined task. Prediction analysis 

holds the potential for improving disease diagnostic and prognostic (see ‘Potential and 

Challenges’ section below). Of note, the availability of big data by itself may also be related 

to the predictive model success. Perhaps the most striking and famous examples are the 

recent advances in Neural Networks 63, which rely heavily on data at a large enough scale 

and on advances in computing infrastructure thus enabling the construction of prediction 

models.  

 

Algorithmic advances in images, sequences and text processing have been phenomenal in 

recent years, riding on the wave of big data and deep learning methods. Taking the field of 

image recognition as an example, one of the most important factors for the phenomenal 

recent success was the creation and curation of a massive image dataset known as ImageNet 
64. One hope is that accumulation of similar large, ascertained datasets in the medical 

domain can advance healthcare tasks in a similar magnitude to the change in image 

recognition tasks. Prominent examples are Physionet 65 and MIMIC dataset 66 which have 

been instrumental in advancing machine learning efforts in health research 67. This data has 

been used for competitions and as a benchmark for quite a few years and is increasing in 

size and depth. See 68, 69, 70 and 71 for comprehensive reviews on the potentials of Machine 

Learning (ML) in health.  

 

One particularly promising direction of deep learning combined with massive datasets is 

that of Representation Learning 72, i.e. finding the appropriate data representation, 

especially when the data is high dimensional and complex. Healthcare data are usually 

unstructured and sparse, and can be represented by different techniques, based on domain 

knowledge to fully-automated approaches. The representation of medical data with all of 

its derivatives (clinical narratives, examination reports, lab tests, etc.) should be in a form 

that will enable  machine learning algorithms to learn models with the best performance 
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from it. In addition, the data representation may transforms the raw data into a form which 

allows human interpretability with the appropriate model design 72,73. 

 

3. Counterfactual prediction: One major limitation of any observational study is its inability 

to answer causal questions, as observational data may be heavily confounded 74. These 

confounders may lead to high predictive power of a model being driven by health processes 

rather than a true physiological signal. While proper study design and use of appropriate 

methods tailored to the use of observational data for causal analysis 75–77 may alleviate 

some of these issues, this remains an important open problem. One promising direction 

that uses some of the data collected at large scale to tackle causal questions is Mendelian 

Randomization (MR) 78. Studies involving large scale genetic data and phenotypes 

combined with prior knowledge may have some ability to estimate causal effects 79. 

Counterfactual prediction thus aims to construct causal models and address well-defined 

questions about causality. 

 

Potential and Challenges 

The promise of big medical data depends on our ability to extract meaningful information from 

large scale health data in order to improve our understanding of human health. We discussed some 

of the potentials and challenges of medical data analysis above. Additional broad categories that 

can be transformed by medical data includes the following: 

 

1. Disease diagnosis, prevention and prognosis  

The utilization of computational approaches to accurately predict future onset of clinical outcomes 

has the potential to early diagnose, and either prevent or decrease the occurrence of disease in both 

community and hospital settings. As some clinical outcomes have well established modifiable risk 

factors, such as cardiovascular disease 80, prediction of these outcomes may enable early, cost-

effective and focused preventive strategies for high-risk populations in the community setting. In 

the hospital setting, and specifically in the intensive care units, early recognition of life threatening 

conditions enables an earlier response from the medical team which may lead to better clinical 

outcomes. Numerous prediction models have been developed in recent years. One recent example 

is the prediction of inpatient episodes of acute kidney injury 81. Another example is sepsis 

prediction, as the early administration of antibiotics and intravenous fluids is considered crucial 

for sepsis management 82. Several machine learning-based sepsis prediction algorithms have been 

published 83 and Randomised clinical trial (RCT) demonstrated the beneficial  real life potential of 

this approach, decreasing patient’s length of stay in the hospital and in-hospital mortality 84.  

 

Similarly, the same approach can be used to predict the prognosis of a patient with a given clinical 

diagnosis. Identifying subgroups of patients who are most likely to deteriorate or develop a certain 

complication of the disease can enable targeting these patients and employ strategies such as more 

http://f1000.com/work/citation?ids=2629945,7562739&pre=&pre=&suf=&suf=&sa=0,0
http://f1000.com/work/citation?ids=5220469&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=2346891,7561697,7561702&pre=&pre=&pre=&suf=&suf=&suf=&sa=0,0,0
http://f1000.com/work/citation?ids=685986&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=5576403&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=7394809&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=7248648&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=586339&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=1739322&pre=&suf=&sa=0
http://f1000.com/work/citation?ids=5326089&pre=&suf=&sa=0


 

frequent follow-ups schedule, changes in medication regime or shifting from traditional care to 

palliative care 85.  

 

Devising a clinically useful prediction model is challenging due to several reasons. The predictive 

model should be continuously updated ,accurate, well calibrated and delivered at the individual 

level with adequate time for early and effective intervention by the clinicians. It should help 

identify population in which an early diagnostic or prognostic will benefit the patient. Therefore, 

prediction of unpreventable or incurable disease are of less immediate use, although such models 

may be clinically relevant in the future, as new therapeutics and prevention strategies will emerge. 

Another important consideration is model interpretability which includes the understanding of the 

mechanism by which the model works, i.e. model transparency or post-hoc explanations of the 

model. Surprisingly, defining the very notion of interpretability is not so straightforward and may 

mean different things 86. Finally, a predictive model should strive to be cost effective and 

applicable broadly. A model which is based on existing information in the EHR data is much more 

economic than a model based on costly molecular measurement.   

 

The real-life success of a predictive model depends both on its performance and the efficacy of 

prevention strategies that physicians can apply when they receive the information outputted by the 

model. One of the concerns regarding the real life implementation of prediction models is that it 

will eventually result in overdiagnosis. By using highly sensitive technologies, it is possible to 

detect abnormalities that would either disappear spontaneously or have a very slow, and clinically 

unimportant progression. As a result, it is possible that more people will be unnecessarily labelled 

as being at high risk 87. To date, very few predictive models were assessed in real life setting and 

more studies are needed to validate the clinical utility of these tools per each specific clinical 

endeavor.  
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2. Modeling Disease progression 

Chronic diseases often progress slowly over a long period of time. While some medical diagnoses 

are currently based on predefined thresholds, such as Hemoglobin A1C% (HbA1C%) 6.5% or 

above for the diagnosis of diabetes mellitus 88 or a BMI of 30 Kg/m2 or above for the diagnosis of 

obesity 89, these diseases may be viewed as a continuum, rather than a dichotomic state. Modeling 

the continuous nature of chronic diseases, and its progression over time is often challenging due 

to many reasons, such as incompleteness and irregularity of the data and heterogeneity of the 

patient comorbidities and medication usage. Large scale deep phenotyping of individuals can help 

overcome these challenges and allow a better understanding of disease progression 90. Notably, 

this view of disease as a continuum may allow study of early stages of diseases in healthy cohorts, 

without confounders such as medications and treatments, provided that the disease markers are 

well-defined, measured, and span enough variation in the studied population. Diabetes (via 

HbA1C%), obesity (via BMI), and cardiovascular disease (via cholesterol and other established 

risk factors) are good examples where this can be done, and may lead to the definition of disease 

risk scores (DRS) for various diseases. 

 

3. Genetic and environmental influences on phenotypes 

The information on genetic and environmental exposures collected in biobanks combined with 

data on health outcomes can also lead to many discoveries on the effects of genetic and 

environmental determinants for disease onset and progression 91, i.e. “nature v.. nurture”, and to 

quantify the magnitude of each of these determinants 92. While many advances occurred in genetic 

research in the past decades, major challenges such as small sample sizes and low of population 

heterogeneity still remain 93. This has led to an emergence of a new approach using EHR-driven 

genomic research (EDGR) which combines data available in the EHR and the phenotypic 

characterizations and enable calculating the effect size of a genetic variant not for one disease or 

trait but for all diseases simultaneously, also called phenome-wide association study (PheWAS) 94 

,95. However, the use of large scale data sources also raises challenges in standards for defining 

disease and efforts to extract characteristics of patients from EHRs, which is not always a 

straightforward task. To do so, one needs to incorporate medical knowledge on the data generating 

process and validate algorithms of extraction from the raw data 96.  

 

4. Target identification 

Development of new drugs is a very complex process, with over 90% of the chemical entities 

tested not making it to the market 97. This process starts with identification of disease-relevant 

phenotypes and includes basic research, target identification and validation, lead generation and 

optimisation, pre-clinical testing, phased-clinical trials in humans, and regulatory approval (Figure 

4). Target identification, defined as identifying drug targets for a disease , and target validation, 
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defined as demonstrating an effect of perturbation of the target on disease outcomes and related 

biomarkers are essential parts in drug discovery and development. 

 

The traditional pharmaceutical industry screening process for identification of new drug targets is 

costly and long, and includes activity assays, in which the compounds are tested using high 

throughput methods, based on interaction with the relevant target proteins or selected cell lines, 

and low throughput methods, run on tissues, organs or animal models. This traditional screening 

method is characterized by a high drop-out rate, with thousands of failures per one successful drug 

candidate. 97.  Animal models are often used for these tasks but they have a significant disadvantage 

in the development of new drugs since their limited congruence with many human diseases 

severely affects their translational reliability 98.  

 

There is thus a great need to develop new approaches to drug development. Multi-omics human 

data from deeply-phenotyped cohorts is one such direction and is considered one of the most 

promising potentials of analysing big Omics data in medicine 99. First, analysis of large-scale 

health data may unravel new, unknown associations 100 and therefore may allow the discovery of 

new biomarkers and novel drug targets, for example, by mapping of existing genetic association 

findings to drug targets and compounds 101. Second, it may be used to further evaluate the chances 

of success of drugs discovered and tested on animal models prior to the costly and timely stages 

of preclinical and clinical trials. Third, potential therapeutic interventions discovered by human 

data analysis with an established safety profile, such as nutritional modification or supplements 

and drugs with an existing Food and Drug Administration (FDA) approval, may be considered for 

a direct evaluation in human clinical trials (Figure 4). Finally, since most drugs affect only a subset 

of the treated target patient population, using human data to distinguish between responders and 

non-responders and prioritize responders to clinical trials can have great utility. Analysis of large 

scale human omics data has therefore the potential to accelerate drug development and reduce its 

cost. Indeed, it was previously estimated that selecting targets with evidence from human genetics 

data may double the success rate in the clinical development of drugs 102. 

 

Systematic analysis of large-scale data by various computational approaches can also be used to 

obtain meaningful interpretations for repurposing of existing drugs 103. For example, clinical 

information from over 13 years of EHRs originating from a tertiary hospital has led to the 

identification of over 17,000 known drug–disease associations and to the identification of 

terbutaline sulfate, an anti-asthmatic drug, as a candidate drug for the treatment of amyotrophic 

lateral sclerosis (ALS) 104. Another example is using publicly available molecular data for the 

discovery of new candidate therapies for Inflammatory bowel disease (IBD) 105. 
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Figure 4: Using human-based omics data in drug development. Utilization of large 

scale human multi-omics data in the process of drug development may aid in: (1) 

Identification of new drug targets; (2) evaluation of drug candidates which were 

identified by animal models using humans data prior to preclinical and clinical trials 

and;  (3) identification of therapeutics targets with a well established safety profile 

which may be considered for a direct evaluation in clinical trials in humans.   

 

 

5. Improvement of health processes 

Big data analysis can allow the investigation of health policy changes and optimization of health 

processes 4. It has the potential to reduce diagnostic and  treatment errors, cut redundant tests 106, 

and can provide guidance for better health resources distribution 107. Realizing the potential of this 

direction requires close interaction with medical organizations in order to map the existing 

processes, understand the clinical implications, and decide on the desired operating points, 

tradeoffs, and costs of mis- and over-diagnoses. 

 

6. Disease phenotyping 

Novel phenotyping of disease and health and the study of variation between individuals is another 

potential of studying rich and novel types of data. For example, we previously characterized  the 

variation between healthy individuals in response to food, based on deeply phenotyping  a 1000-

person cohort that included the first large-scale continuous glucose monitoring and gut microbiota 

profiling of  healthy individuals 49.  
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Another potential is to refine current phenotyping of disease. For example, there have been recent 

attempts to refine the classification of type 2 diabetes and find sub-groups from available data 
90,108. Another example is Parkinson's disease (PD), where recent advances in genetics, imaging, 

and pathologic findings coupled  with observed clinical variability, have profoundly changed the 

understanding of the disease. PD is now considered to be a syndrome rather than a single entity 

and the International Parkinson and Movement Disorders Society (MDS) have commissioned a 

task force for the redefinition of PD 109–111. 

 

7. Precision medicine 

Analysis of big data in health that takes into account individual variability in omics data, 

environment, and lifestyle factors may facilitate the development of precision medicine and novel  

prevention and treatment strategies 112. However, caution should be taken, with careful 

assessments of how much of the change observed in the phenotype tested is actually due to 

variability within individuals 113. It is not obvious that many of the medical questions of interest 

will be answered through big datasets. Historically, well designed and controlled (small) 

experiments were the primary drivers of medical knowledge, and the burden of showing a change 

in this paradigm is on the new methodologies. 

 

Conclusion 

Big data in medicine may give us the opportunity to view human health holistically, through a 

variety of lenses, each presenting opportunities to study different scientific questions. Here, we 

characterized health data by several different axes. The potentially scientific value of collecting 

large amounts of health data on human cohorts has recently been recognized and acted upon by 

different stakeholders, with a rapid rise in the creation of large scale cohorts aiming to maximize 

these axes and achieving various goals of understanding human health. Since maximizing each 

axis requires both resources and effort, it is inevitable that some axes come at the expense of others. 

Since delicate disease patterns may only be detected when the data includes a deep enough 

phenotyping (D) of a sufficient sample size (N), we believe that an interesting operating point is 

that of ‘deep cohorts’, whereby a medium sized cohort (e.g., tens of thousands) is profiled with a 

vast array of modern physiological and omics technologies. 

 

Analysis of big data in health has many challenges and is in some sense a double-edged sword. On 

the one hand, it provides a much wider perspective on states of health and disease, but on the other 

hand it provides the temptation to delve into the details of molecular descriptions that may miss 

the big picture (“Seeing the whole elephant” analogy). In addition, real life evidence that it will 

translate to an improved quality of care which will benefit patients and the implementation of such 

models in current health systems is currently lacking. However, the potential to improve health 

care in many aspects is still immense, especially as patients’ conditions and medical technologies 
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become more and more complex over time. With the collection of more deeply phenotyped large 

scale data, many scientific questions regarding disease pathogenesis, classification, diagnosis, 

prevention, treatment, and prognosis can be studied and potentially lead to new discoveries that 

may evantually revoulunaze medical practice.   
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