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Second International Seminar
Misconceptions; and Educational Strategies in

Science and Mathematics
July 26-29, 1987

Introduction

Our first seminar, held in 1983, showed that there was

strong international interest in the general topic of student

misconceptions in science and mathematics (see Helm and

Novak, 1983). Advance announcements for our second seminar

were more widely circulated, but the fact that over three

times as many papers (177) were presented and more than three

times as many participants (367) enrolled from 26 countries

was clear indication of the great interest currently

evidenced in the field. The proceedings are being printed in

three volumes to accommodate all papers submitted. A roster

of participants is included in each volume.

The format for the deminar followed the pattern of our

first seminar: a wine and cheese informal reception on

Sunday evening; morning and afternoon sessions for paper

presentations and discussions; late afternoon plenary

sessions to discuss "Issues of the Day"; and unscheduled

evenings. There was the frustration for most participants of

choosing between seven or eight simultaneous sessions, but

papers were grouped by topics in an attemt to preserve some

homogeneity of interests in each group. Papers are presented

in the Proceedings in broad general categories similar to the

groupings used in the seminar program, and in alphabetical

order by senior author.

Meetings of the Psychology and Mathematics Education

group were scheduled in Montreal, Canada just preceding our

seminar and this facilitated participation by a number of

math educators who might otherwise not have attended. In

both our first seminar arnt again in 1987, there was a strong

feeling that researchers in science education and in math

education can benefit by greater interaction. Although

parallel sessions devoted to science or math education

research limited some of this interaction, plenary sessions

and informal meetings offered some opportunities for much

r;

needed cross-disciplinary dialogue. There was a general

consensus that many of the issues and problems were common to

both science and math education. In some areas of research,

math education appears to more advanced than science

education (e.g., concern for epistemology as it relates to

instruction) and in other areas the reverse is true (e.g.,

the use of metacognitive tools to facilitate understanding).

In the plenary session on physics and chemistry, similar

concerns were evidenced in communication between sciences.

There remains the problem of definition of

misconceptions, alternative frameworks, or whatever we choose

to call these commonly observed patterns in faculty

understanding evidenced in students, teachers and textbook:

There were more papers presented in this second seminar on

how to deal with misconceptions than in the first; however,

there was still heavy representation of papers dealing with

the kind, number and tenaeity of misconceptions and probably

too few dealing with educational strategies to mollify or

remove the deleterious effects of misconceptions or to limit

teacher or text initiation of misconceptions.

Hore emphasis was evidenced on the importance of

epistemology to improvement of science and math education.

In general, there uas strong endorsement of "constructivist"

epistemology both for clarifying the nature of knowledge and

knowledge production and as an underpinning for lesson

planning and pedagogical practices. Of course, there was

debate on the value of constructivist ideas and even some

questioning of constructivist epistemology in contrast to

empirical/positivist views on the nature of knowledge and

knowing. A number of participants observed that we

promulgate constructivist thinking for students, but too

often we conduct teacher education programs that seek to give

teachers fixed truths and methodologies, rather than

recognize their need to reconceptualize subject matter and

pedagogical strategies as they engage in the slow process of

conceptual change.
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Although concern for teacher education was better

represented by papers in this seminar than in our first,

there remained a common perception that new ideas and

methodologies to improve teacher education, and much more

field-based research in teacher education, are badly needed.

As we launch this year at Cornell University a new science

and mathematics teacher education program, with new faculty,

we were especially sensitive to the concerns expressed. They

represent an important challenge to us as we move ahead in

the design, evaluation and analysis of our new teacher

education initiatives.

In our closing plenary session, Ron Hoz expressed

concern for the limited representation of papers dealing with

she psychology of learning as it relates to science and

mathematics education. This concern appears to be warranted

in view of the fact that most psychologists interested in

human learning have abandoned bankrupt ideas and

methodologies of behavioral psychologists (e.g., B.F.

Skinner), and are now developing and refining strategies for

study of cognitive learning (e.g., James Greens)). The early

work of Jean Piaget, George telly, David Ausubel and other

cognitive psychologists is now entering the mainstream of the

psychology of learning. These works have important relevance

to the study of teaching and learning as related to

misconceptions. A note of caution, however. Most of the

behaviorist psychologists turned cognitive psychologists

still operate methodologically as positivists. They hold

constructivists views of learning (i.e., that learner's must

construct their own new meanings based on their prior

knowledge), but they adhere to rigidly positivist research

strategies and often recommend teaching practices that ignore

the teacher as a key player in constructivist-oriented

teaching/learning. The "constructivist convert*

psychologists were conspicuously absent from our participant

roster. What is the message here?

Tne=e were more papers dealing with metacognitive tools.

This may reflect in part the rising national concern with

helping students "learn how to learn." Almost every issue of

the journal of the Association for Supervision and Curriculum

Development (Educational Leadership) has articles on this

topic extolling the merits of efforts to help students

acquire "thinking skills." Another word of caution: a

backlash is already developing in the American public that

schools are so busy with numerous activities to teach

"thinking skills" that too little subject matter is being

taught! My own view is that most of the "thinking skill"

programs lack solid underpinning in both the psychology of

cognitive learning and in constructivist epistemology. They

are too often an end in themselves, rather than a means to

facilitate learning and thinking that places responsibility

on the learner for constructing their meanings about subject

patter. Concept mapping and Vee diagramming are two

metacognitive tools that have had demonstrated success in

this respect, as reported by a number of papers in Volume I

of these Proceedings. From our perspective, we should like

to see much more research done on the use of metacognitive

tools to help teachers help stvdents modify their

misconceptions and form more valid and powerful conceptual

frameworks.

In the mathematics groups in particular, but also in

some of the science sessions, there was concern expressed

regarding the importance of "procedural knowledge" as

contrasted with "conceptual knowledge." Students often learn

an algorithm or procedure for solving "textbook" problems but

cannot transfer this skill to novel problem settings or

across disciplines. They fail to understand the concepts

that apply to the problems. The contrast between

"procedural" and "conceptual" knowledge is, in my view, an

artificial distinction. In our work with sports education,

dance, physics, math and many other fields, we have never

observed a procedure that could not be well represented with

a concept/propositional hierarchy in a concept map. The

limitation we see is that both strategies for problem solving

and understanding basic disciplinary ideas derive from the

10



conceptual opaqueness of most school instruction.

Mathematics, voice and dance instruction are particularly bad

cases of conceptually opaque teaching. Hetacognitive tools

such as concept mapping can reduce some of the dilemma

evidenced in concern for procedural versus conceptual

learning to the need for more research and practice to help

teachers help students see more clearly the

conceptual/propositional frameworks that underlie meazdngful

learning and transferability of knowledge.

The role of the computer in science and mathematics

education is emerging more prominently. Several sessions

dealt with papers/discussion on the use of the computer as an

educative tool, and numarous other sessions had one or more

papers that reported on studies that involve computers in

some way. The rapidly increasing power and stable cost of

microcomputers, together with better and easier authoring

systems, are changing significantly the application of

computers in science and mathematics education. In many

cases, the computer is not a substitute for class instruction

but rather a tool for ertending learning in class to novel

problem solving or simulttion constructions. The use of the

computer to provide directly large amounts of raw data, or to

permit access to large dLta banks, makes possible problem

solving activities that border on original research, thus

providing opportunities :'or creative problem generation and

problem solving by students in ways that offer an experience

paralleling creative work of scientists or mathematicians.

The emerging use of video disc with computers and the

emerging technologies fo: monitoring laboratory experiments

should provide excitin3 new opportunities for science and

mathematics instruction lend also for the use of metacognitive

tools. We expect to see much more activity reported in this

area of future seminars of our group.

It is interesting to note in passing that while video

tape was often recognized as a powerful tool in research on

teaching/learning and for teacher education, not one paper

reported on the use of TV as a primarily teachine vehicle.

The much heralded power of television as an instructional

vehicle in the 1950'n has not materialized. What will be the

fate of computer aided instruction or interactive video

instruction in 20-30 years?

On occasion, especially in sessions dealing with

teaching and teacher education, it was observed that the

school and classroom are complex social settings. We know

much too little about how social factors facilitate or

inhibit acquiring or modifying and correcting misconceptions,

or indeed any other learning. There is a need for an

enormous increase in studies dealing with the

school/teacher/learner sociology as it relates to

misconceptions research. We need to learn more about what

sociologists, anthropologists and linguists are learning

about how people communicate or fail to communicate positive

ideas and feelings. It is my hope that our next

international seminar on misconceptions will reflect more

knowledge and awareness of these fields.

There remains much work to be done. And yet there are

reasons for optimism. We are learning more about why

students fail to learn and how to help teachers help students

learn better. I believe the science of education is building

a solid theory/research base, and positive results in

improvement of educational practices are already emerging.

The next decade should bear fruit in tangible improvement of

science and mathematics teaching.
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SOME ASPECTS OF STUDENTS' CONCEPTIONS AND

DIFFICULTIES ABOUT DIFFERENTIALS

Michele ARTIGUE- IREM- UNIVERSITE PARIS VII
Laurence VIENNOT-LDPES- UNIVERSITE PARIS VII

I - INTRODUCTION

The research reported here about differentials is an interdisciplinary

research led by mathematicians and physicists We took this inter-

disciplinary point of view for the following reasons : at the beginning of

higher education, failures are frequently observed in teaching this notion,

especially in physics and, moreover, a discrepancy quickly appears between

concerns of physicists and mathematicians.

Indeed, to mathematicians, the object to which differentials refer is

primarily the linear map tangent to a given function at a given point (if it

exists) ; to physicists, differentials evoke, roughly speaking, "little bits of

something", which allow easier calculus.

Not only the object, but also the vtlue ascribed to it seem to be different

in mathematics and in physics. At first sight, and this point of view might

need to be refined, exactness is linked to mathematics while approximation,

with sometimes a pejorative connotation, is linked to physics.

The different steps in the evolution of this notion and its teaching, in

particular since the end of last century, have been documented (see

M.Artigue, L.Viennot and al. [4]). This part of the research is not reported

here. Let us only note that mathematical papers as well as official

.13111i

instructions, comments about curricula and textbooks clearly show the

relatively recent appearance of the present mathematical definition and its

difficult penetration into elementary teachings :

- Differentiability was introduced by O.Stolz in 1887 and the
differential was defined as a linear function, for the first time, by
M.Frechet in 1911, in the framework of the development of functional
analysis (see table I below). In fact, these definitions have rehabilited the

old idea of approximation which had prevailed at the beginning but had

then been left to one side, for reason of a lack of rigor.

"Une fonction f(x,y,z,t) admet une differentielle a mon sens au point
(x0, yo,zo,to) s'il existe une fonction lineaire et homogene des

accroissements, soit : A4z+BAy+CAz+Dtst, qui ne differe de l'accroissement
f de la fonction a partir de la valeur f(zo,y0,zo,to) que d'un infiniment petit

par rapport a fecart A des points (zo,..,to) et (zo4Ax,...,to+At). La

differentielle alors est par definition : dfi.AAx+BAy+CAz+DAt."

TABLE 1 : DEFINITION OF DIFFERENTIAL BY M.FftECHET (1911)

- It is only since tie sixties that, in french universities, differentials
have been introduced according to this modern point of view, in

mathematics courses for beginners. Before differentials were reduced to the

role of algorithmic tools for Calculus. In physics, it is often still the case
even at the present time.

A question arises here : as far as teaching is concerned, do we observe

a real progression from an exclusively algorithmic or pragmatic use towards

a deeper understanding of the notion itself?

* In mathematics, a look at exercises most frequently proposed to

students may leave some doubts : the algorithmic use of the notion seems

preponderant and even concerns about differentiability turn out to be
simply an opportunity for applying mechanically such and such theorem,

without a real insight into the notion.

In physics, such a progession is hardly necessary. From the
beginning, differentials are a tool more than an object. The algorithmic

content of differentials is of considerable utility, which leaves little room

for subtilties about legitimity of such a successful calculus.
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As for approximation, it is supposed to be a natural and well founded

attitude for physicists so that they are often unaware of wether they use it

or not.

These first inuications prompted us to investigate students' and to a

lesser extent teachers' reasonings concerning differentials. This has been

carried out by various methods : class-room observations interviews,

questionnaires. Here we will only present results obtained with this last

technique. And for sake of brevity, only the most salient features will be

reported.

They have been organized along three lines of analysis, suggested by our

historical investigations:

- differentials : what for? an inquirin3 about the use of the notion,

- approximation and rigor in results and reasonings,

- status of differential elements : do they refer to functions (lint r

and tangent) or to "little bits" of given physical quantities ?

II - DIFFERENTIALS : WHAT FOR ?

In mathematics, 85 students, in their third year at University were

presented with questions, some of which are given in table II. The results,

broadly speaking, show a discrepancy between, on the one hand what the

students declare important (firstly, the definition of the notion and the

links between continuity, derivability and differentiability ) and, on the
other hand, what they show to be important to them, when solving
problems (algorithmic procedures, computation of partial derivatives....)

The first aspect is prevalent for instance in replies to question Id :

"If you had to explain what a differential is to a first year student, what

important points would you stress ?"

- 33 mention the links between derivability, differentiability,
continuity, existence of partial derivatives

- 11 mention algorithmic procedures,

- 10, the idea of local approximation,

- 5, the fact that differentials are linear functions,

- and 2, difficulties about notations.

But in question 2, where function f was explicitely given is an expansion

with a linear part and a remainder, 87% of students do not recognize it as

20

such and jump towards the computation of partial derivatives in order to
decide wether the function is differentiable.

Q1 : If you had to explain what a differential is to a first year student :

la) what definition would you give ? lb) what notations would you
introduce ? 1c) what examples would you use ? Id) what important points
would you stress ?

Q2 : Is the function f I R2-4R defined by :

f(x,y)=2x+4y+ys( ragt +y)

differentiable at the point (0,0) ? Justify your answer !

Q3 : g and h are C2 maps from R2 to R and f is defined as follows :

f(x.Y)= 8(Y,h(x,Y))
Show that f is a C2 map and compute h2fAxly.

Q4 : By using differentials, is it possible to justify the following well
known formulas of error calculus ?

Auv/uv =Au/u +Av/v A(u/v)/(u/v) -Au /u +Av /v
If so say how, if not say why oot.

Q6 : To find the volume of a sphere, physicists cut it into elementary slices

and approximate each slice by a small right cylinder. Why cylinders ? Is it

possible to choose other approximations ? For instance, do the following

approximations lead to the same result ?

Cones generated by chords Cones generated by tangents

Q6 : The map f j R2.-oft is defined by : f(x,y)- exp(y2 +x).sinxy

- find the differential of f at the point (1,0) and give a geometrical

interpretation of it

- deduce an approximate value of f(1.001,0.01).

TABLE II : SOME QUESTIONS FROM THE MATHEMATICS QUESTIONNAIRES

21



This indicates a prevalencc of algorithmic procedures over answers relying

on a real understanding of what is at stake. This result is confirmed by

rates at which different questions are answered : 86% for question 3

(computation of partial derivatives of a composed fonction) contrasting with

the extremely low rates (less than 10%) obtained when a justification is

required (for instance, question 4 about well known formulas used for

calculating errors in physics and question 5 about the computation of the

volume of a sphere by "slicing").

' In physics, at least in France, students often see differentials appear

suddenly at the beginning of their higher education. They do not know yet

very well what they are, they just feel a kind of emergency : differentials

are needed.

Our question was the following : are students able to analyse this need, and

to say why they had been able to do many things before in physics without

differentials ? The key word here is "non-linearity".

In the first questionnaire, proposed to 93 students in their first year at
University (see table III), the beginning of a calculus about atmospheric

pressure was given up to the expression :

dp = - p gdz

This relationship relies on a " slicing" of a column of air and on a balance

of forces acting on each "element of volume" thus obtained.

This slicing is necessary because the relationship between a variation of

pressure Ap and the corresponding variation of the altitude az is not linear.

the specific mass p(and, strickly speaking, the value of g) is not a constant

with respect to z.

The questions aimed at assessing understanding of this point. The results,

summarized on table III show :

- a great conviction among students about the neccessity of cutting

the column of atmosphere into small slices (fig

- a frequent ambiguous justificatior. here this necessity is linked

with the fact that the (integral) function p(z) is not a constant (whereas the

decisive point is wether the factor eg is, or is not, a constant),

- finally a flagrant lack of understanding of what makes differentials

useful : when it is proposed to replace air by water (with, this time, a

n7
6 ...,

constant specific mass - which was not recalled in the text), few students

(15%) realize that slicing is no longer needed.

z

us Odz
S

For a cylindric element of volume with

base area : S et height : dz,

Force due to pressure on the bottom face:

Force due to pressure on the top face:

Weight :

Balance of forces :

Sp(z) its

Sp(z+dz)(-us)

pliSdz(- t )

Sp(z) - Sp(z+ch.) - r gSdz = 0

dp = - e gdz

Question : dz is supposed to be small

Is it necessary ?

It so, why ? because of p(z)

because of e(z) or g(z)

Is it necessary with water ?

YES

NO

1121I h_:14 gr. 49

MD MEI II=
11::=1

I:=Q
11111111111

NEIN

IMMO EMI

TABLE III : QUESTIONNAIRE ABOUT PRESSURE

When asked, directly this time, what makes differentials . sett!,

students (N=100) in their first year at University are only, in their great

majority able to cite examples or topics where differentials are often used

(mechanics, thermodynamics, functions of several variables). Few of them

reach the point of using the word "local", and still fewer mention "non-
linearity'.

All this suggests that in mathematics. as well as in physics. algorithmic

uses of the notion have prevailed over, if not hidden, other preoccupations

concerning justification and meaning of computations or formulas and also.

the essential aspect of differentials : a mastering of approximations. This is

confirmed by what follows.

rie
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III - APPROXIMATION AND RIGOR

The 'first results quoted above suggest that the idea of approximation
is either overshadowed by the predominance of exercises calling for
algorithmic procedures or associated with a kind of fatalism towards loose

or obscure reasonings. The following results support this preliminary
conclusion.

in mathematics, questions on the control of approximations or the
rigor of reasonings are frequently left aside by students (see section II), as

if they were percieved as a breach of contract.

When answered, these questions are often poorly solved : for instance, only

a quarter of replies actually given in question 6 mention the tangent plane

and only a third, in question 5, propose acceptable justifications.

Moreover :

- more than half of the Taylor expansions with remainders elaborated

by students in the different questions are erroneous and with a quasi
unanimity mistakes concern the remainders

- in question 2, only a few students (2 out of 11) manage to prove
that the non linear part of the given function is actually of order more than
one.

For most of students, it seems as if rigor in reasonings and formulas

would boil down to write an "a" or an " o" at the end of expressions.

In physics two kinds of results are available :

- first, a question was proposed to 100 students in their first year at

University about the integral :

$1

F j pressure(z).d(surface(z))
0

obtained at the end of a computation, concerning a force acting on a dam.

The question was : Is the result of this integration (strictly) exact or not ?".

Hardly half of students answer a 'yes" without ambiguity. A third say "no"

or a "yes if...." with justifications ranging from a very common : "so long

as dz is as small as possible" up to an ambiguous : "if the integral has its

limit value" (negative answers that obviously do not rely on legitimate

preoccupations about the adequacy of the given mathematical model !)

- second, students (65 in their first year, 26 in their second year)
have been invited to criticize the proof given in table IV. Most of them,

24

obviously ill at ease, owerflow their comments with incantations such as :
"so long as dz is as small as possible". The favorite proposal for a better
rigor is to use spherical or cylindrical coordinates (up to 30% of students) !

Less than 20% propt.se the classical justification using upper and lower

estimates of the volume of each slice by that of right cylinders and less
than 10% evoke the fact that the neglected term is of second order.

To find the volume of a sphere of radius R, the sphere is cut into
elementary slices of thickness dz (as in the drawing).

The volume of such a slice at height z is :

dV Tfr2dz w'l(R2-z2)dz

So the volume of the sphere is :
+R

V - j -rt (R2-z2)dz 4/3tilts
-R

Do you think this computation could be made more rigorous ? If you think
so, say how ?

TABLE IV : COMPUTATION OP THE VOLUME OF A SPHERE

These few results lead to a paradoxal conclusion :

Approximation, though a constitutive eloq;ent of differentials, appears
detached from them in students' ideas :

- students do not see this aspect as preponderant,

- they do not feel obliged, or they do not know how to control this

aspect and its implications in the rigor of proofs.

At the best, they check the differentiability of functions with powerful and
simple criteria in mathematics ( for instance, the fact that if f is a function
CI. it is differentiable) and rely, in physics, on the well known fact that "it
works ".

IV - DIFFERENTIALS : FUNCTIONS OR LITTLE FECES OF....

The third part of this report deals with the status of differentials in

students' mind, ranging from *small quantities" to a functiopal aspect.

The question was : to which extent do students understand a d(...)

linear function, as opposed to a small part of some physical quantity.

25
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:n mathematics, the results reported in section II show that the

functional status of differentials mainly appears on a declarative level : 51%

of students define the differential as a linear map, in question la, while

less than a third propose differentials in the form of functions, in answers

to questions 2 and 6 (see table II).

In physics, the prevailing point of view is the following : "To

integrate, it is essential not to think about what dl represents, but to

procede mechanically, otherwise we are done for." (first ye..: at University),

"(This method) I work with it mechanical! ,, w'thout any idea of what a

differential is. It is safer. I am sure not to . , 1 mistake."

Our goal was to evaluate to what extent this point of view was, on the one

hand general, ',:a the other hand operational. In connection with various

questinnaires, we have collected a list of comments about the meaning of

dx, dl And such differential elements.

Two xtreme tendances appear :

- in one of them, the differential element has lost any meaning except

that it indicates the variable of integration (in some way, this is not far

from a mathematical attitude : in measure theory, a notation such as f f is

commonly used and in il(x)dx, ... is presented as a mude variable) :

"I don't feel any need for a representation in integration" - "dx is not real"

- "immaterial, abstract, a pure concept" - "the length is fictitious" - "in

fact, it does not matter at all, when integrating dl becomes a variable of

integration",

- in the other, the differential element has a material content which

may exclude other meanings :

"d1 is a small length" - "a little bit of wire" - "a little piece dl of the wire" -

"one surveys all the possible dz, therefore all the subdivided parts of the

sphere ".

Of course, between these two extremes, we find all the possible

comments such as :

"dz is the limit of ea when .ez.0% - "dl : element infinitely small" - "non

measurable" - elementary variation" - "one cannot find anything smaller" -

It means ultra-simple".

To complete this rough classification, a questionnaire was specially

written to explore possible links between the meaning students ascribe to

2 6

differential elements and the way they work out questions where

differentials are involved. Once more, the beginning of a calculus was

proposed. It dealt with the magnetic field produced by a rectilinear infinite

wire where a constant current flows and was led up to the expression of the

contribution :
dB titbIdlcose/4Xr3

of an element dl of the wire ( see table V).

The problem is to find the magnetic field created by a current flowing in a

wire of infinite length, at a point M (as in the drawing below).

I An element of wire dl, round a point P

creates a reld dB at M.

In this case, the vectorial addition leads

to an algebraic one, with :

dl

dB roldlcose/4wr2

Questions :

- can dB be considered as the differential of a function ? If so, a

function of what variables ?

- same question for dl ?

- express dB with only one variable.

TABLE V : COMPUTATION 0? A MAGNETIC FLEW

Note that to integrate, which was finally asked, it is necessary to expresss

dB with only one variable and, for instance, write :

1 as ate) so dl . adel/cos29

Table VI shows the results obtained with 44 first year students. These

findings indicate a great perplexity about our questions, probably

encountered !or the first time (although the questionnaire was given at the

end of the year).

N a. 44 Yes Na No answer

dB differential ? 52% 27% 21%

dl differential ? 32% 27% 41%

TABLE VI : DIFFERENTIALS AND FUNCTIONS

,- 27
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6
We regrouped comments, on the one hand, by students (30%) who

made the classical mistake : "di rad' and, on the other hand, by students
(7%) giving the correct relationship :

- the former deny the status of a differential at least to one of the
objects dB, dl and frequently give for dl one of the extreme meanings
described above,

- the latter all qualify dB and dl as differentials with abundant
functional specifications :

B(0) or B(r) or B(HP), dl u. d(HP), HP(0 ), HP(r)

This suggests at least that thinking in functional terms is not so

dangerous, after all!.

So, as far as teaching is concerned. the mathematical and physical

facets of the notion of differential therefore meet in this respect : in both
cases, the functional aspect is, in fact. weak. In mathematics. it disappears

under a flow of algorithmic procedures, all the more as it is not backed up
by a geometrical vision. In physics. it is overshadowed especially by the

idea of " contribution", 'piling up' which may exclude the variational and

therefore functional aspect, and also by this conviction : 'the less we think,
the safer'.

When modelling physical situations, the shift from a representation in terms

of contribution towards the variational point of view is often needed, but it is

far from obvious to students.

V - WHAT ABOUT TEACHERS ?

For differentials, it is hardly possible to speak of students' answers as

simple manifestations of their spontaneous conceptions or preconceptions.

What we observe Is obviously, at lent partly, an effect of what teachers

said and did. Hence it would be useful to investigate not only official

instructions and textbooks but also teachers' ideas. This has been done only

in an exploratory way, teachers being always reluctant to ba themselves the

object of an investigation.

A questionnaire (see table VII) has been dr,igned especially for them.

It sets out a false proof for the computation of the area of a sphere which

is, seemingly, a paraphrase of the one given in table IV about the volume
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of a sphere : the same cutting up into slices and the same assimilation of
slices to cylinders occur !

But this time, it is not possible to make such an assimilation as the

neglected term is of first order. In other words, the ratio of the lateral area

of the slice to the lateral area of the cylinder does not tend to I, when the
thickness of the slice tends to 0. A factor 1 /core is there, which may take
values dramatically farfrom I.

To find the volume of a sphere of radius R, the sphere is cut into
elementary slicus of thickness dz, as in the drawwing below.

The volume of such a slice at height z is

:as assimilated to that of a right cylinder of the

same thickness dz and of base area :

Wrs(z) (as shown in the drawing)

So dV ws& or(Rs-zs)dz
and the volume of the sphere is :

+R

V - ja(R2-z2)dz - 4/3110
-It

If the same procedure is used to find the area of a sphere, the follo..ving
expression is obtained for the area of an elementary slice of thickness dz, at
height z :

dS 21Trdz AKE? dz
and therefore the area of the sphere is given by the integral :

1% ir
S millgE? dz 42T(R2sintede712R3

A 0

Could you explain why the same method leads 'o a correct value in the first
case (volume) and to a false value in the second one (arol) ?

TAUB VU : VOLUME AND AREA OF A SPHERE

13 physics pre-teachers, in their last yen of education, were given
this question. Only 4 were able to give a satisfactory answer (actually
neglected term of first order plus, in one case, an interesting geometrical

analogy) ; 5 answered by giving a correct computation without any more

comment and 4 did not know what to answer.

For all of them, the question was obviously of a new type, if not unfair.

Yet, it seems to us that it is precisely this kind of questions which could
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help students give some interest to concerns as legitimity, accuracy of

computations, status of differentials.

Othe: results support this one but let us simply quote this comment by

one of our pre-teachers :

"May be it is just by chance that it works (computation of the volume).

Indeed the relationship dVaS(z)dz is not true. It could be the reason why

the other computation about the area of a sphere does not work."

This may be considered as purely anecdotal. But it could also be linked to

the following fact : in physics texbooks, differentials are introduced, a

least in France, in an incoherent way as they are nearly universally

presented as a tool for obtaining approximate values of quantities and then

nearly exclusively used in order to obtain differential equations or integrals

leading to exact values, whitout a word of explanation or, in the best cases,

with a mere undetailed reference to "first order computations".

VI - CONCLUSION

In this investigation we have observed students' difficulties widely

connected with those of teachers. It could be argued that they just reflect

this good old conflict between rigor in mathematics and effectiveness in

physics, the last one seemingly going with looseness in reasonings.

We have been led to put some shades on this dichotomy and to oppone

rather in mathematics as well as in physics, algorithmic procedures to

concerns about the status and role of differentials, about legitimity of

computations and rigor of proofs. In both disciplines, a kind of consensus

encourages and develops algorithmic procedures linked to differenties at

the expense of more conceptual aspects. But it must be acknowlegded that

the proportion of each component, algorithmic or conceptual to be put in

teaching is far from obvious. Moreover, several didactical researchs have

shown that first year students have difficulties with the mathematical

techniques of approximation : absolute values, inequalities, reasonings by

sufficient conditions.... So one may think that teachers take refuge in

algorithmic procedures as they are easier to teach successfully.
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In fact, the essential questions are :

- which goals do we set for our teaching ?

- at which kind of efficiency do we aim ?

We think the three lines of analysis presented above and the corresponding

questionnaires could contribute to specifying better some reasonable

teaching goals about differentials :

- make explicit and salient the types of situations where differentials

are needed,

- put approximation at the center of the notion and lead students to

master this aspect,

- give a functional content to the notion and help students to

reconcile the "contribution view" with the variational one.

We propose these questionnaires as tools to make teachers sensitive to

the failures of the present teaching and to these possible goals. In a more

technical perspective, we are now elaborating a classification of criteria in

order to get validation in the simplest possible way for the types of

situations most commonly used. This also, could hepl teachers in any

attempt to improve students' mastery of rigor in this domain.

A last remark : the kind of goals we suggest here for tear ing, obviously,

does not uniquely concern differentials. But this is beyond the scope of this

paper.
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SOME PERSPECTIVES ON THE TEACHING OF MATHEMATICS AND

NATURAL SCIENCES IN AN ENGINEERING CURRICULUM

Duncan C Baker

University of Pretoria

South Africa

1. IN1RODUCTION

At the last conference on "Misconceptions in Science

and Mathematics" [1] many authors identified specific problem

areas within various courses in which misconceptions arise.

Engineering, in this case specifically electrical and elec-

tronic engineering, has not been spared this experience.

Recently two examples relating to signal processing [2 ] and

electromagnetics pl received attention in this regard.

Apart from the specific problems cited in the last two refe-

rences, both of these fields rely on mathematical skills

which are usually established by way of prerequisites. Elec-

tromagnetics is generally ragarded as o,e of the most diffi-

cult courses in the engineering curriculum [3] and relies on

both the mathematics as well as the physics prerequisite

courses as a basis for further development.

Unfortunately it is at the level of interaction between the

prerequisite basic science and mathematics courses and the

engineering curricula that another misconception arises as

far as many students are concerned. The specific problem

relates to the value and relationship of these prerequisite

courses to the aspiring engineers' future academic and pro-

fessional career.

The purpose of this paper is to draw attention to this impor-

tent interface between engineering and mathematics and the

natural sciences as regards the education of engineers.

Hopefully this aspect will merit further study by various

educators and lead to continual improvement in the develop-

ment of the mathematical and analytical skills of engineers.

Before proceeding further it is instructive to see how the

Accreditation Board for Engineering and Technology (ABET) for

example, views mathematics and basic sciences in relation to

courses which are subject to review and accreditation.

2. MATHEMATICS AND BASIC SCIENCES IN ENGINEERING CURRI-

CULA

In its 1985 Annual Report [4] ABET details the cri-

teria with which engineering programs in the USA must comply

in order to qualify for accreditation. (South Africa has a

similar requirement administered by the South African Council

for Professional Engineers. Since the ABET information is

readily available to most potential readers of this contribu-

tion it is used instead).

It is stated in 1-41 that "Engineering is that profession in

which a knowledge of the mathematical and natural sciences

gained by study, experience end practice is applied with

judgment to develop ways to utilize, economically, the

materials and forces of nature for the benefit of mankind."

Implicit in this statement is the importance of mathematics

and the natural sciences coupled with insight and experience

for engineering curricula.

In the case of mathematics, for example, it is expected that

studies will go "beyond trigonometry and emphesize mathemati-

cal concepts and principles rather than computation." The

scope of these studies includes differential and integral

calculus and differential equations with additional work in
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one or more of probability and statistics, linear algebra,

numerical analysis and advanced calculus.

The purpose of studies in the basic sciences is described as

"to acquire fundamental knowledge about nature and its pheno-

mos, including quantitative expressions." Usually these

studies will include 5oth general chemistry and general phy-

sics with at least a two-semester sequence of study (or its

equivalent) in either.

In addition various engineering curricula may require a fur-

ther course or courses in the life sciences or earth

sciences, or advanced courses in physics or chemistry to meet

the requirements of specific engineering curricula.

A four-year course of study in electrical, electronic or com-

puter engineering thus typically requires the equivalent of

one year or more of an appropriate combination of mathematics

and the basic sciences or a minimum of 16 semester credit

hours for each of mathematics and the basic sciences.

In addition students are also required to take one year or 32

semester credit hoas in so-called engineering sciences.

These scienN:s "have their roots in mathematics and basic

sciences, but carry knowledge further toward creative appli-

cation. These studies provide a bridge between mathematics/

basic sciences and engineering practice." The subjects in-

clude, amongst others, mechanics, thermodynamics, electrical

and electronic circuits, etc. The key here is the question

of creative application and this determines the ultimate

course content. Usually (at US Universities) at least one

course will be outside the major discipline area.

There can thus be no doubt of the importance of mathematics

and the basic sciences for engineering curricula. It is thus

imperative that the students must be made aware of this.

.5

Further courses within the various engineering curricula must

be carefully structured to integrate the required mathematics

and basic science material in order to form a coherent learn-

ing experience. Unfortunately this is not always the case.

3. STUDENTS' ATTITUDES AND PERSPECTIVES

What follows describes the observations of the

author and a number of his colleagues in the Department of

Electronics and Computer Engineering at the University of

Pretoria over a number of years.

The faculty are left with the distinct impression that most

engineering students view getting a degree as the major

objective of attending a university. The acquisition of an

education as such often appears to be a secondary considera-

tion. In this sense they appear to differ little from their

US counterparts as reported in Time [5] after the release of

the report "College: The Undergraduate Experience in America"

[6]. To quote the words of a colleague with many years of

teaching experience "The student is the only consumer who

wants the least for his money." While this highlights an

attitude which appears to be quite common in our and other

societies, there are other factors which need to be con-

sidered before accepting this statement at face-value.

The teaching staff have indicated concern regarding the high

failure rate amongst students, the lack of motivation, the

unwillingness to undertake selfstudy or to use the library

facilities, and the apparent desire to reduce the work load.

Perhaps our system of education and we, the teaching staff,

must bear responsibility for some of the factors which give

rise to the symptoms above. These factors include:

A. high work load - In order to compare workload at the
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University of Pretoria with typical US norms an attempt

was made to convert the course units to equivalent US

semester credit hours. The assumptions made were:

(i) Fourteen weeks per semester.

(ii) Students are expected to spend twice the duration

of lectures in selfstudy and preparatory work.

(iii) Because practicals are incorporated in the courses

and students have to prepare for the practicals

and write reports on these, at least the same

amount of time as is spent in the practical is

assumed for this preparation.

(iv) The total student hours (lectures plus practice's

and selfstudy) was divided by 40 to approximate

the equivalent US semester credit hours. Over a

four year course of study with two semesters per

year this totals some 174 semester credit hours

at this University compared with the ABET require-

ment of 134 for an equivalent engineering curri-

culum. An important difference is that there is

not the same requirement for s half year social

studies equivalent as at US universities.

B. The number of courses range from a low of 5 in the second

semester of the 1st (freshman) year in the existing

curriculum to a high of 8 in the 2nd semester of the 2nd

(sophomore) and both semesters of the 3rd (junior) year.

The number of semester credits per semester, however,

stays very nearly constant over the 4 years of study.

The students' progress is evaluated by means of two tests

in each course and an examination in each course after

the end of the semester. From the time that tests start

to a few weeks before the end of the semester the stu-
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dents write roughly two tests per week. This has the

undesirable effect that the students' efforts are usually

geared solely to the passing of the tests and not to a

cohesi.:,e learning experience. This is clearly evident in

the poor class attendance on days when tests are written,

the failure to do homework and the lack of interaction

between students and lecturers in class.

C. Because of the number of separate courses the curriculum

is fragmented and the overall view and ultimate objective

of the course is obscured. This in turn leads the stu-

dents to view each course as a rounded module rather than

a building block which is an integral part of a struc-

tured curriculum.

D. The students experience considerable frustration in

switching between several subjects during an evening

while preparing homework, consolidating the day's lec-

tures or preparing for the next day's work.

E. An unexpected factor was found during the development of

a new curriculum in electronics and computer engineering

at this university. This was the often erroneous assump-

tion by lecturers that topics which recurred during

various courses had been adequately treated in some

earlier course which was regarded as a prerequisite. The

students often did not acquire sufficient insight into

these topics as a result of this assumption. The topics

include, for example, Thevenin's and Norton's theorems

[9], the application of complex numbers, phasors, func-

tions of complex variables, conformal mapping and calcu-

lus of residues, Fourier series and integrals, convolu-

tion, etc.

Given the above set of circumstances it is hardly surprising

that the students do not adequately perceive the importance
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of mathematics and the basic sciences for engineering

curricula or appreciate that these ultimately provide them

with the computational and analytical tools for engineering.

4. SPECIFIC EXAMPLES

Solomon [7 ] discusses the question of "thinking in-

two worlds of knowledge" as observed with grade 9 students.

In this discussion the author drew attention to the way in-

which the "tudents are able to view the same concept in two

distinct domains of knowledge, the life-world and the science

domain.

A similar situation appears to arise in the case of mathema-

tical concepts as taught as a prerequisite for, for example,

electromagnetics, and the same concept as applied in the

analysis of electromagnetic problems. The students often

visualise a mathematics domain and an engineering domain in

which the same basic concepts are somehow perceived to belong

to different courses and not really to be related. As an

example one could consider vector -roducts or various appli-

cations of U "del"-onerator. In mathematics the applica-

tion of the divergence or curl operations seems to be

regarded as a somewhat abstract operation with little practi-

cal benefit. In electromagnetics, however, they are asso-

ciated with source terms describing charge and current dis-

tributions which lead to estimates of the electric and magne-

tic fields, the latter through the device of the magnetic

vector potential. Harrington [8], for example, discusses the

relationship between these mathematical concepts and physical

sources. This illustrates, for the engineer at any rate, the

importance of being able to relate mathematical representa-

tione to physical reality.

Another example relates to the use of surface and volume in-

tegrals. In mathematics these are usually treated abstractly
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as double and triple integrals over two or three variables.

In electromagnetics, however, it is frequently required to

apply these abstract principles in the evaluation cc total

charge distribution using the divergence theorem. In this

case, for example, the theorem relates the integral of the

normal component of the electric flux density over a closed

surface to the integral of the divergence of the flux vector

field throughout ti-J volume enclosed by the closed surface.

The students generally appear to have little problem solving

the double and triple integrals once they are set up. How-

ever, on the whole they do not visualise the surface and

volume increments if an expression is given for the electric-

flux vector and they are required to solve both sides of the

divergence theorem for a specific geometry.

The students are thus often able to grasp and apply the

principles as taught in the mathematical courses correctly;

after all they have passed the prerequisite course. How-

ever, something goes adrift in tht.r perception of the

cation of these same principles in the engineering courses.

It is as though the prerequisite co'-ses are regarded as

"over" and not needed in future work.

Examples from other courses abound. The above two cases

should, however, suffice to illustrate the gap which general-

ly exists in the students' ability to grasp the mathematical

concepts as taught in the mathematics courses and to apply

them to a physical or analytical problem in the engineering

courses.

A final point which is of considerable importance in engi-

neering education should be raised. Many students seem to

feel that they must convert mathematical formulations to a

numerical form as soon as possible. Consequently they tend

to lose sight of analytical aspects of a problem and do not

realise, for example, that the variable to which they ,s
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assigned a numerical value in fact veers in an integral

equation. Once this habit has developed it can be difficult

to break. It seriously impedes the students' ability to gain

analyt al perspective on a problem as well as their ability

to assess what may be a physically reasonable answer or quan-

tity. This problem is illustrated by an example from simpli-

fied array theory.

In the example a number of antenna elements are arrayed with

a spacing and relative phasing (A/4 and 90° or ?/2 and 0 or

180° respectively) which in fact permits the student to

analyse the problem logically by considering summation of

fields for the axial and broadside cases. Without too much

effort the student should be able to sketch a reasonable

approximation to the polar diagram of the array. The student

is, however, required to derive the necessary formOs for the

array factor and to calculate and plot the pole.: diagram.

Often the calculated results bear no resemblance to those

which could be derived using inspection, basic physics and a

little logic. This inability on the part of Nany students to

check their efforts by simple physical reasoning in cases

where this can be done is 9 cause fot .kern. 'Possibly

because of the preoccupation with answers and the ease of

getting one using a pocket calculator (even if it is incor-

rect) students do not easily develop a feel for magnitudes

and what corsitutes a realistic answer.

5. PROPOSED SOLUTION

From comments in the IEEE Education Society Newslet-

ter [9 - 13 ] and also in [14] it is clear that the engineer-

ing community is deeply concerned with the state of education

in the basic science and, in particular, mathematics and the

way that courses in these fields are integrated into the

engineering curricula. Van Valkenburg [12] quotes from the

"The Calculus Tutoring Book" [15] that:
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"Mathematicians and consumers of mathematics (such as

engineers) seem to disagree as to what mathematics actually

is. To a mathematician, it is important to distinguish

between rigor and intuition. To an engineer, intuitive

thinking, geometric reasoning and physical deductions are all

valid if they illuminate a problem, and a formal proof is

often unnecessary or counterproductive."

As far as mathematics is concerned Van Valkenburg [10] poses

two questions which relate to the successful integration of

such courses in engineering curricula. The first is:

"Could we negotiate with our mathematical colleagues to

provide more nearly what we want,"

and the second,

"Are we really sure that we know what we want?"

The Department of Electronics and Computer Engineering at the

University of Pretoria has recently completed a major review

of its curriculum. This was done bearing in mind the student

attitudes alluded to earlier as well as possible shortcomings

of the old curriculum. A serious attempt was made to ration-

e:Ase and consolidate L, material to be taught and to reduce

the total number of courses per semester to five throughout

the four years of study. As before, appropriate practical

work is incorporated in individual courses. The role and

responsibility of the faculty in teaching the proposed

courses received careful consideration to ensure teaching

excellence as far as is possible.

The problem of concepts which occur and are used in several

subject areas was resolved during the process of consoli-

dating the course material. Careful liason between lecturers

as regards course content identified these concepts. It was
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decided develop these concepts fully and adequately the

first time they were encountered. One of the obvious ways in

which this could be done is by means of worked examples which

are covered in considerable detail. Concepts are only firmly

established once the students have grasped Them, not when the

lecturer has explained them. Subsequent use should for most

students require only a very short review by the lecturer to

re-establish the topic and a small amount of selfstudy to

refresh the student's memory.

A survey of the requirements of basic physics topics as pre-

requisites for specific courses showed that a two semester

sequence such as that given in most popular first-year phy-

sics texts was regarded as adequate. It was decided that in

later engineering courses she connection to previous physics

topics could best be made by a more careful discussion of

these topics when they occurred. Several examples such as

oscillatory motion, electro- and magnetostatics as prerequi-

sites for later courses on electromagnetic theory, geometric

and physical optics and propagation of light for courses in

electro-optics; kinematics, linear and rotational dynamics

as prerequisites in control theory courses; etc., spring to

mind. It was also felt that aspects of modern physics should

be taught when appropriate in courses such as semiconductor

electronics. It is fortunate that this engineering depart-

ment has many lecturers well qualified to do this.

In the case of mathematics, the department received the

whole-hearted support of the Department of Mathematics and

Applied Mathematics. The various mathematical topics needed

for prerequisites in the engineering courses were identified

by the engineering lecturers. The Department of Mathematics

and Applied Mathematics used this information as the frame-

work for the design of courses to meet the particular needs

of the Department of Electronics and Computer Engineering at

the University of Pretoria. In view of the fact that the
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mathematics department offers service courses for all engi-

neering departments, it investigated the needs of those

departments as well. Eventually a consolidated set of

courses meeting the needs of the college of engineering as

regards prerequisite courses in mathematics, was proposed.

One small problem arose and this related to the preference

for specific high-level computer languages by various depart

ments. This was in turn resolved by the Mathematics Depart-

ment's being prepared to offer two parallel courses in which

the teaching material is slanted to tne use of specific com-

puter languages.

Indicative of the level of co-operation was the willingness

of the mathematics department to use, where possible, exam-

ples appropriate to the various fields of engineering. It

would be unwarranted interference on the part of the various

departments of engineering to prescribe the textbooks to be

used in the mathematics course. However, the mathematics

department has decided to investigate the use of appropriate

textbooks with more of an engineering flavour in the prere-

quisite courses.

This process of streamlining the Department of Electronics

and Ccmputer Engineering's curricular requirements has

resulted in a drastic reduction of the number of semester

credits required from 174 to about 140. It is believed that

this restructured course will give rise to greater motivation

of both sutdents and staff and ult _zcly produce a better

"product", namely an adequately trained graduate engineer.

6. CONCLUSIONS

This short communication has addressed the problems

which engineering students have in appreciating the relevance

of the basic science and mathematics prerequisite courses in

respect of their engineering education. It is at this stage
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based on observations and discussions which many of the

lecturers have had with students rather than on an evaluation

of opinion surveys. Much valuable insight has been gained

from the junior members of staff who are able to establish a

rapport with the students more readily than the older, more

senior members. An attempt has been made to put the problem

in perspective as regards work load and a number of other

factors.

A possible solution requires that the teaching staff criti-

cally examine the curricular content on a regular and on-

going basis with a view to the final objective and how this

objective can best be achieved. An important factor here is

the requirement that the course structure be seen as an inte-

grated unit in which treatment of recurring topics under the

assumption that these have already been covered in some

earlier course, does not occur. A serious effort must be

made to treat such topics fully and adequately when first

encountered.

It is obvious that the faculty must at all times remain aware

of their roles and responsibilities as teachers and continue

to strive to improve the quality of teaching.

Of major importance is a close liaison with the basic science

and mathematics departments offering the service prerequisite

courses which are regarded as essential for engineering edu-

cation. It is hoped that this paper will stimulate educators

in the basic sciences, mathematics and engineering to pay

more attention to the critical interface between their

respective disciplines. If this is done it is believed that

much can and will be achieved it making the attainment or a

degree in engineering a rich and rewarding learning expe-

rience rather than the obtaining of a piece of paper which

almost guarantees a good job. This can only be to the bene-

fit of the student, the teacher and ultimately society as a
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whole.
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MAGNET CONCEPTS AND ELEMENTARY STUDENTS' MISCONCEPTIONS

Lloyd H. Barrow
Science Education, University of Missouri - Columbia

"Well, a they's [SIC] one things that's inside it.
It's like a type of gravity and it makes the magnet
pull." Andy, grade 2.

The above response to why a magnet works from an eight

year old boy who had studied magnets the previous year

illustrates that just teaching about a topic will not result

in the child understanding the concepts. Previous studies

have reported elementary students misconceptions about

weather (Stepans and Kuehn, 1935) and circulatory systems

(Armaudin and Mintzes, 1986). It has been well documented

that students often have misconceptions about various science

concepts prior to instruction (Eaton, Anderson, and Smith,

1983) but at the First International Conference on

Misconceptions (Helm and Novak, 1933) there were only two

papers focusing upon misconceptions at the elementary level.

The emphasis with conceptual change teaching strategy is

requiring the reorganization of a child's existing knowledge

and the construction of new knowledge (Posner, Strike,

Hewson, and Hertzog, 1992). At the community college level,

Hynd, and Alvermann (1985) reported that a refutation text

(contrasts correct ideas with incorrect o.*es) was an

effective way of getting students to change their prior

misconceptions about the principles of motion. However,

elementary teachers are rarely aware of students'

misconceptions. Smith and Neale (1937) reported on an

indepth inservice training for 10 K-3 teachers on the
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concepts of light and shadows. This training component was

similar to Apelman (1934).

A literature search was conducted to identify science

education publications focusing upon studying magnetism at

the elementary school level. Two major sources (Garigliano,

1981 and Henriques and (rnold, 1995) were found. Concepts 7

and 8 added a science/technology/society focus. The concept

list as validated by a panel of three science educators and

two physists. Figure 1 is the listing of eight magnet

concepts for a K-6 continuim.

A group of 28 K-3 teacners intervieaed a total of 78 K-6

students. In this pilot study, there was no attempt to

randomly select subjects; therefore, there was considerable

variation between grade levels, gender, and previous amount.

of studying about magnets. The pi.rpose of the assignments

was to provide the K-3 teachers with an awareness of

misconceptions students have within their cognitive

structure.

Results

Qualitative

All students identified that their family utilized

magnets to "stick them on our refrigerator to hold all our

papers up" (Andy, grade 2). A few students mentioned cabinet

and refrigerator doors, compass, flashlight (sticks to

r,irigerator), pick up nails/pins, dryer door, clean aquarium

from the inside by moving the magnet on the outside, and can

opener as to what a magnet was used for in their home.
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Regardless of whether they had studied about magnets, all 78

students were aware of magnets.

In response to the question to explain how magnets work,

there was considerable variation in the student's responses.

The most frequent response was "I don't know". Students who

had not studied about magnets responded "chemicals in them

makes them stick" (Dana, grade 6) while Solm (grade 5)

"...they are magnetized. It is confusing that they don't

stick on (teeth) braces and they are black." Even though

Solm had not formally studied about magnets he had played

with different ceramic magnets.

From students wno had studied about magnets the

responses were diverse. "It's like a type of gravity and it

makes the magnet pull." (Andy, grade 2). "Gravity pulls

things together" (Della, grade 6). "There are two poles -

north and south. If the north side hits a north side of

another magnet it won't work. It has to be a north side

would [sic] to hit the south side of another pole to stick."

(Andy, grade 4). "rlagnets just stick together when they're

close together, the energies make them go together." (Lee,

grade 6). "They are just magic." (r:'-v, grade 4).

"Electrons in one, protons in another, they attract." (Peter,

grade 6). Nick, grade 5, had a very detailed response:

"Well, there's several theories and nobody knows. One theory

is that there's little like small magnets like molecules.

One seeks north and one seeks south but, and when a magnet

that doesn't work, the north and south are facing all messy.

50

If you stroke a magnet among it, then it will get all of them

facing north and south... ." "There are wires in them and

when put with another one it will magnify it" (Kit, grade 2).

Quantitive

Tables 1-4 contains the frequency for females and males

who had and had not studied about magnets. A total of 43 K-6

students had studied about magnets while 35 had not studied

about magnets. It is interesting to note that 16 of the 35

who had not studied about magnets were in grades 4-6. Only

concepts 3 and 8 had more than 25% of the K-6 students

respond accurately. Less than 10% of the students had

understood concepts 1 and 6.

Comparing the female and male responses for those who

had studied about magnets, males were superior cn S of the 9

concepts, females on one concept, a;,c1 there w:Is less than a

5% variation for two concepts. In contrasts to students who

had not studied about magnets, males were superior on only

one concept, females on two concepts, and there was less than

a 5% variation for five concepts. Comparing studied with not

studied group, males who had studied were superior on 7 of

the 9 concepts with the first five being greater than 5%.

The not studied males exceeded studied group on concept 8 by

more than 10%. For females, the studied group exceeded the

not studied group on four of the concepts with three being

greater than 5%. Three of the concepts had the not studied

group exceeding the studied group with two being greater than

5% difference.
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Specifically for concept 1, of the seven individuals of

the studied group who had misconceptions; six were males.

Regarding concept 2, 20 of the studied group and 21 of the

not studied group had misconceptions. Concept 3 had 12

individuals of the studied group who had misconceptions 10

were males. The two individuals who were aware of

electromagnets were both sixth graders. Concept 8 had 5

individuals of tne studied group with misconceptions, 4 being

females.

Discussion

The results of this pilot study raises more questions to

be researched There is a need for a systematic study of

elementary students naive coiceptions regarding magentism,

mfluence of mental structures as a result of instructior

teachers personal knowledge about magnetism, gender

variation, textbook orientation and utilization, etc. This

is a viable science education topic to research since magnets

are a common topic in all elementary science texthook series.

Comparing the studied wil.n the not studied group; there

appears to be a change in understanding of the concepts.

However, the majority are less than a 30% change.

Surprisingly, three concepts were higher for the not studied

group. For example, 'for concept 2 for females, it is

possible that their personal experiences in the home such as

can openers, etc. influenced their response. Concept 4 had

only one female who answered correctly. Both males and

females of the not studied group had greater knowledge
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concerning concept 8 than the studied group. It appears that

I me experiences with magnets are being ignored in textbooks

and/or teaching. Further more, it appears that Aat is

taught in school is more theoretical rather than the

practical. Therefore, there could be a view by elementary

students that magnet instruction lacked Personal relevance

(Pope and Gilbert, 1993).

Concept 1 concerned poles of a magnet. The majority of

the misconceptions were that the po'n are only on the ends

of a magnet. Typically horseshoe magnets were mentioned.

Textbooks have ignored ceramic magnets because the poles die

typically at other surfaces. Consequently, textbook and

instruction about traditional magnets are different from

practical home experiences. Textbooks should define poles as

the area cf the magnet where there is the strongest

attraction/repelling.

Regarding concept 3, elementary stvients who had

misconceptions tended to be unaware o. recall repelling. It

appears that if they did have "h -on" experiences that it

was only with one magnet. Consequently, it would be much

easier to observe attraction than repelling.

Concepts 4 and 5 only had males demonstrating

comprehension. It appears that these concepts are sex biased

or taught in a sex-biased orientation. Concept 6 is

considered to be the most advanced of the list. The two

individuals who demonstrated competency were both sixth

graders. Before students would be able to understand this
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concept, they must have studied electricity (i.e., batteries

and bulbs). Concept 7 was the only concept in which females

outscored males for both studied and not studied groups.

This could be a sex-biased concept which has more of an

orientation of gross features rather than its active mode

(magnets in action).

This study provides additional support to Osborne and

Cosgrove's (1985) conclusion that elementary students

conceptions are quite different from scientists. Dykstra

(1986) raised concern that there are occasions when youngcl

students an not comprehend the scientific concepts.

Wandersee (1986) and others have reported that tne history of

science pm ides insights to help science teachers understand

misconceptions of their students. Treaqust (1935)

diagonostic text model is applicable for .older students but

not elementary students. Stepams (1985) identified that

introducing a concept too early was the major cause for

student's inability to understand a concept. Researchers

should ntr more the massive Piagetian studies while

pursuing mi nceptions resiarch. By providing students with

a variety of situations involving magnets, students will be

able to expand their conceptions.
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Code Number Concepts

1 Magnets aluays hive two pole: whore they exert the
greatest force.

2 Iron materials are attracted to magnets.

3 When magnets are brought together, unlike poles attract
and like poles repel.

4 Magnet has a force field which goes through things.

5 Compass points to magnetic north.

6 Moving electric current creates a magnetic field/
electromagnet.

7 Magnets come in a variety of sizes and shapes.

8 Magnets have a variety of uses.

Figure 1

Magnet concepts expected from K-6 students.
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Table 3

Female Responses Who Had Not Studied Magnets

Cb .epts

Grade 1 2 3 4 5 G 7 8

Kindergarten
Understood 0 0 0 0 0 0 0 1

Misconception 0 0 0 0 0 0 0 0
Did Not Mention 1 1111110

First Grade
Understood 0 1 0 0 0 0 0 4
Misconception 0 1 0 0 0 0 .7 0
Did Mot Mention 4 2 4 4 4 4 4 0

Second Grade
Understood 0 1 0 0 0 0 1 0
Misconception 0 2 0 0 0 0 0 1

Did Not Mention 4 1 4 4 1 4 3 3

Third Grade
Understood 0 0 0 0 0 0 0 2

Misconception 0 2 1 0 0 0 0 0
Did Not Mention 2 0 1 2 2 2 2 0

Fourth Grade
Understood 0 0 0 0 0 0 0 4
Misconception 0 4 1 0 0 0 0 0
Did Not 'kntion 4 0 3 4 4 4 4 0

Fifth Grade
Understood 0 1 0 1 0 0 2 3
Misconception 0 1 0 0 0 0 0 0
Did Not Mention 3 1 3 2 3 3 1 0

Sixth Grade
Understood 0 1 0 G 0 0 1 3
Misconception 0 2 0 0 0 0 0 0
Did Not Mention 3 0 3 3 3 3 2 0

Total
Understood 0 4 0 1 0 0 4 17
Misconception 0 12 2 0 0 0 0 1

Did Not 'kmtion 21 5 19 20 21 21 17 3

Table 4
Male Responses Who Had Hot Studs d Magnets

Concepts

Grade 1 2 3 4 5 6 7 8

Kindergarten
Understood 0 0 0 0 0 0 0 1

Misconception 0 1 0 0 0 0 0 1

Did Not Mention 2 1 2 2 2 2 2 0

First Grade
Understood 0 0 0 0 0 0 0 3

Misconception 0 2 0 0 0 0 0 0

Did Not Mention 3 1 a 3 3 3 0

Second Grade
Understood 0 0 0 0 0 0 0 3

Misconception 1 2 0 0 0 0 1 0
Did Not Mention 2 1 3 3 3 3 2 0

Third Grade
Understood 0 1 0 0 0 0 1 3

Misconception 0 3 0 0 0 0 1 0
Did Not MentioA 4 0 4 4 4 4 2 1

Fourth Grade
Understood 0 0 0 0 0 0 0 0
Misconception 0 0 0 0 0 0 0 0
Did Not Sention 0 0 0 0 0 0 0 0

Fifth Grade
Understood 0 0 0 0 0 0 0 2

Misconception 1 1 2 0 n 0 0 0
Oid Not Mention 1 1 0 2 2 2 2 0

Sixth Grade
Understood 0 0 0 0 0 0 0 0
Misconception 0 0 0 0 0 0 0 0
Did Not Mention 0 0 0 0 0 0 0 0

Tot

Understood 0 1 0 0 0 0 1 12

Misconception 2 9 2 0 0 0 2 1

Did Not MentIon 12 1 12 14 14 14 11 1



MISCONCEPTIONS AMONG PUPILS REGARDING

GEOMETRICAL OPTICS

Robert E.A. Souwens, Eindhoven University of Technology

I. AIM AND BACKGROUND OF THE RESEARCH

During the last decade Dutch physics education undergoes

changes tending to put the theoretical subjects more in practical

situations. As a result of this a committee (WEN) was brought

into existence,that should revise the examination programs in

Dutch high schools d bring it into line with the general trend

of thinking.

In one of its reports the committee brings upon a conceptual

program, in which to each subject one or more contexts are added,

meanwhile re4cIng the number of subjects in the syllabus.

Especially the rime, that has to be spent c the subject of

optics was reduced considerably. For example , combinations of

two or more lenses were deleted, which excludes traditional

applications such as the microscope and the telescope.

This strong reduction of the number of subjects in optics

is regrettable, because on the other hand optics has gained many

new applications, such as those in the communication field (glass

fibre techniques), information technology (optical computers),

audiovisual equipment (video long-player and compact disc-player)

and the numerous applications for the laser (medical systems).

Due to the way that optics has been taught during the last

few decades, tradition is slowly bleeding it to death: the

mathematical construction of ray-tracing, Snell's law and the

lens formula are so highly exalted in optics that they threaten

to isolate pupils from its practical applications. Until now,

too strong an emphasis on mathematical abstraction has brought

about a disregard of everyday optics, thereby, reducing the

general relevancy of the subject which, apparently, justified

WEN partially eliminating it from the examination program.

Apparently so, because the new applications mentioned

above show us clearly that optics is still a branch of physics

that is important and it is not to be treated lightly. Indeed
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looking at the traditional curriculum, mathematical descriptions

should be emphasized less or at least treated as the basis of

ahysical phenomena and technological applications.

Research into optics education at the Eindhoven University

of Technology in the Facultyof Technical Physics and Department

of Physics Education is intended to contribute to improving the

situation:

-by investigating the misconceptions of pupils regarding geometrical

optics in pre-university schools and general higt schools.

-by writing a review syllabus for geometrical optics.

-by developing a curriculum for thematic education based on the

optical system of the compact disc-player, in which wave optics

will play a major role.

Misconceptions can be seen as a part of the pupils' initial

learning process at the beginning of their education. Thus, when

defining the starting point of the new curricula, they must be

given as much importance as the examination program gets at the

end. Although investigating misconceptions can be regarded as pre-

research for the develcpment of both the review syllabus and the

thematic curriculum, their connection with the review syllabus

is even closer, because it is intended to be a strategy for

attacking misconceptions: based on the idea, that teaching

fundamental principles and the more abstract subjects, at the

same time disposing of misconceptions that still exist according

to the investigation should not be done when pupils contact the

subject for the first time, but afterwards when the first

phenomenologic description has sunk into their minds.

The review syllabus and the thematic curriculum together

should cover the examination subjects as fully as possible, so

that teachers can replace the traditional optics curriculum

entirely without being distressed by the idea that they will have

to select or add subjects from other curricula.

6(
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11. THE INVESTIGATICN OF MISCONCEPTIONS

A. INTRODUCTION.

The flow diagram of the investigation

is shown in Figure 1. After the pilot-study

in September and October 1986 (Section IIB)

which had the purpose of assembling as many

known misunderstandings as possible, a list

of misconceptions was con-

structed (IIC) in November.

This list was the starting

point for a questionnaire,

(IID) which was developed

in December 1986 and January 1967.

In February this questionnaire was tested

with a sample of pupils, who were asked to

give their answers verbally. After revising

the questionnaire, it was given to a larger

group in March. Data has been put into the

computer and will be analyzed by SPSS; the

first results are coming out now (May 1987).

Various methods of

gathering misccrcepticns

1 01
!misconceptions

of QUESTKINAIRE

revision

B. PILOT-STUDY.

large group of test pupils

u different schools,

classes, etc.

C3I1Puter+SFS kit

RESULTS I

Figure 1.: flow- diagram
of the investigation.

In the preparatory phase of the investigation, it was most

important to construct a list of as many misconceptions as possible

so as to get an outline of the research field. At a later stage a

selection from this ist could produce theoretical variables for

the pupil's questionnaire.

In brief, four methods were used to gather the mieconceptions:

1/ by taking stock of those from previous investigations, in particular

the work of Licht, Wubbels and Walravensteyn in The Netherlands,

Andersson and Kgrrqvist in Sweden, Larosa in Italy, Stead and Osborne

in Australia, Jung and Wickihalter in Germany, Guesne in France,

Salomon,Watts,Goldberg and McDermott in the United States of America.
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2/ by interviewing pupils of pre-university schools using very

open-ended questions or asking them to give their own descriptions

and explanations of everyday optical phenomena in order to indicate

the nature of their conceptions and misconceptions. The interviews

were recorded on tape and analyzed afterwards.

3/ by taking a critical look at the historical development of optics.

The pupils can be expected to have misunderstandings about subjects,

that also caused blocks to development for the physicists, producing

the light theory. The wave-particle-duality could be mentioned here

as a stereotype, because it took physicists many years to create any

clarity on this issue, so pupils would also have difficulty in

understanding this subject.

4/ by reflecting on the experience gained from optics lessons in

classrooms. 'Stupid' questions of pupils often give rise to thinking

over the teaching of the subject and often the 'stupid' question

would turn out to be a consequence of an underlying misconception,

whose existence was not even taken into account by the teacher.

C. LIST OF MISCONCEPTIONS.

The overall outcome of the various methods for gathering

miscorceptions was scheduled into a list that consisted of around

seventy misunderstandings comprising six categories:

1/ Notions about the nature and the p4opentte4 o/ tight; for example:

-light i purely static phenomena: like air it fills up space, if

there is much of it , it is bright, otherwise it is dark.

-light is identified with its source (lamp or sun) or with its effect

(a spot of light on a wall).

It is 6urprising that pupils are confused shout the nature of

light, because ever history contains an infinite range of hypotheses,

falsifi,:ations and theories about this subject, starting with

Aristotelec' ideas and continuing up to the wave-particle-duality

of this century.

2/ Rectauleanity and dynanuc p4opentleh of tight; for exar ,le:

-the distance, light can travel is limited by the extent of its

visible effect (only a few meters unless it is a very bright light

source like the sun).

-light travels at an infinite speed (a room is illuminated entirely

fit



the same time as when the light source is switched on), or has

no speed at all (it is present somewhere or not).

- light can bend round a corner, hence a room with only a small

window is illuminated entirely and not just the narrow strip in

front of the window itself.

Andersson in Sweden and Larose in Italy made further investigations

into these topics. In history, it was Newton who became first aware

of the finite speed of light and it was not until 1854 that Foucault

was able to measure its velocity accurately.

3/ /ate/tact-ion o/ i4ght w4th matt-en 04 objects: for example:

- light rays can be seen from a distance if they are strong enough,

even if they are not scattered by a cloud or some other object.

- confusion about the difference between specular and diffuse

reflection.

- light 'coatains' warmth and transfers it to any object, that it hits.

In particular, Guesne looked at the interaction between light and

matter. Also in the preliminary interview, pupils turned out to be

rather confused about the difference between specular and diffuse

reflection, as well as, about the fact rays cannot be seen unless

they are scattered by dust particles or vapour droplets.

4/ The concept of vt4ion.

The dominating misconception in pupils' minds is the decoupling

between light and vision: although they know that light near an

object is the minimum condition for seeing it, they do not think

it necessary for light rays coming from the object to enter the eye.

Most of the investigators previously meitioned inquired into the

concept of vision, often reporting things similar to this decoupling

concept. In the preliminary interviews too a significant. confirmation

was observed: a girl pretended that she could see a fluorescent lamp

burning many hundreds of meters away although the distance should

be too large to travel along for a light ray coming out from the

lamp.

5/ Coidua , for example:

- objects can be seen only when they have a colour different from the

bar'ground.

-all colours together form a range of light intensities from black

to white.
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- colour is purely a property of an object, not of the light itself.

-light passing through coloured glass, is 'painted' by that glass;

therefore, it must be effected by some sort of pigment.

Andersson, Larosa and Jung studied pupils' concepts of cr.'^urs in

a more searching inquiry.

Most of the pupils' misconceptions about colours relate to their

inability to distinguish physical colour properties in the environment

from physiological properties of the colour perception by the brain.

Five-year-old children can recognize colours and associate them with

words that their parents taught them, but they cannot distinguish

the sensation produced by colours in the mind from purely physical

characteristics of the light itself.

6/ 7o/twit-ton of an -image, for example:

- the location of an image behind a plane mirror.

- the understanding of a virtual image.

It will be the experience of every physics teacher that image formation

is an abstract subject and it is very difficult to explain. It cannot

be emphasized enough that the quintessence of image formation lies in

the fact that every light ray that eminates from a light point and

strikes an optical instrument (mirror or lens) will pass through

the same image point. Hence most pupils think in terms of a 'one-to-

one journey' from light point to image point by only one ray and do

not see the particular thing that happens when many rays join at

exactly the same point. This idea of the 'travelling' image without

firstly being separated and then recollected seems to be a rather

persistent one and it appears in many different situations. Pupils

having this idea will answer incorrectly to the traditional question:

'what happens to an image if half of the lens is covered b7 a dark

material ?' In fact. they make the same mistake if they describe the

slide projector as just a linear enlarger. A quite extreme appearance

of this misconception is the idea that in the middle between aa ob-

server and an object there has to exist an image half the object size

according to the laws of perspective (see Figure 2).

. .
of the ratsccncepticn of the

Figure 2.: Illustration

'travel/Jig image:.

objectAt
43'x
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D. DEVELOPMENT OF THE QUESTIONNAIRE.

1. Con4cdettat4on4 aiout methodoiogtcal a4pect4.

The list of misconceptions, described in le previous section,

was the basis for developing the pupils' questionnaire. In particular,

misconceptions that could be tested easily in a written examination

and could be expected to occur among pre-university high school

pupils were selected and presented in one or more statements of

the questionnaire. For further considerations regarding the contents

see section 2. A translated vers!oa of the questionnaire is included

as an appendix of this paper. (Natal Available from author)

Fi. .1y, some choices had to be made concerning the methods

of research: far example, should it be a verbal or a written

investigation. Mary advantages and disadvantages had to be taken

into account. Interviewing is an arduous method of investigation

but, on the other hand, it can provide a complete picture of the

pre- and misconceptiuns in a pupil's mind; using their own words

and explanations of optical problems, pupils can freely describe

'eir ideas withcut too much interference from interviewers. One

problem of the interview methud was trying to analyze the result,

systematically. It is difficult categorise the rather haphazard

remarks of pupils and to evaluate them statistically. So a report

of an interview method of investigation on this subject :an be

little more than a collection of remarks made by cert4-1.1 puiils.

For a purely practical reason, the much less lab .ous written

method of investigation is easy to use for a large group of pupils;

also, it brings about the possibility to make a more scientific

report from a statistical viewpoint.

Once it was decided to use a written questionnaire, the next

issue was whether the questions should be open- nded or not. In a

certain sense, open-ended questions have similar advantages and

disadvantages to an interview: once again, it allows the pupils

to express their ideas freely but, on the other hand, it is

difficult to assess al. their free expressions. Besides, with open

questions, language difficulties interfere with the real miscon-

ceptions. Pupils who are not able to express their canoe:Pic:no

are easily accused of having misconceptions. This problem does not

occur and data is more reliable with closed questions, i.e.

multiple-choice questions or statements, where the pupils have

to decide which is right and which i. wrong.

Finally, the choice was made to use a questionnaire consisting

of 42 statements which the pupils had to decide which was right and

which was wrong on a five-point scale with the following meanings:

1. You definitely think that it is right._

2. You think that it is right.

3. You do not know or you are not sure it is right on every occasion

4. You think that it is wrong.

S. You definitely think that it is wrong.

There is much to be said for the central meaning of the scale. Strictly

speaking there is a big difference between 'not knowing' and 'thinking

that a statement is not right on every occasion', this difference

seems to too subtle to be recognized at the abstraction leval

of pupil-. In the interviews, pupils were often searching for

arguments to make a decision in a rather arbitrary way; so that,

'not exactly knowing' is similar to 'not being able to recognize

and distinguish situations in a proper way', while in fact, these

-wo meanings of the central point of the scale are in Practice much

closer to each other than 0,en it :s cor purely wthocologically.

2. Con41de4a.t.con4 itega4d4ng the

the 42 items can be divided into five main subjects, analogous

to the six categories .4. the list of misconceptions, excluding 'colour'.

For each subject, two statements were made in a purely theoretical

way and the pupils were confronted with 10 'theoretical' items, before

they had to deal with some practical items later in the questionnaire.

In the 32 'practical' items the pupils were faced with problem

situations, illustrated by photos and drawings. Thi, ivision into

two sorts of items took into accou.c t-t there might be a discrepancy

between pupil's theoretical knowledge of a subject and his auility

to use it in practice. For example, a pupil remembering from the



optics course that light always propagates rectilinearly might be

confused when asked why a room with just a small window will be

illuminated completely and not just the st-ip in front of the

window.

The 42 items can be grouped into the following five categories:

1/ Nature and properties of light: 1,2,11,12,13 and to some extent,

24,25,26,27 and 28. Pupils are mainly faced with the problem: is

'light' the same as the light source (1,2,13) or is it the effect

of it (1,12) or can it be identified with something between the

source and its effect (1,11,25) ?

2/ Rectilinearity and dynamics of light: 3,5,14,15,16,17,19 and 20.

In the theoretical items, it was stated that light always

propagates rectilinearly(3) for an unlimited distance (5) when

there are no impeding objects. Item 14 handled the fully illuminated

room with a small window; while, 15 showed a lightning flash

suggesting a nun-rectilinear light propagation. In 16 and 17, a

connection was made between rectilinear light propagation and the

.rigin of shadows. In 19 the distance that light travels was com-

pared in a light and dak environment and in question 20 it was

compared with bright or dim light sources.

3/ Interaction with matter or surfaces: 4,9,18,33,34,35,36,37,38

and 39. Items 4 and 18 concerned the visibility of light rays in

completely clear environment, whilst, the others denounced any

difference between specular and diffuse reflection.

4/ The vision concept: 6,7,22,23 and to a certain extent 24,25,

26, 27 and 28. In these items the major misunderstanding of sight

is tackled: the decoupling concept. Pupils are asked if it is

necessary for light rays coming from an object to enter the eye

to make the object visitle. They are asked directly (6,7) and in

problem situations (22 to 28).

5/ cormation of an image: 0,10,21,29,30,31,32,37,40,41 and 42.

The rat4cr di..erse aspects of image formation are brought together

in the context of the plane 4rror. Some of the statements were

about the location of the image (8,30,31,32 and 37) and how the

mirror or the object have to be illuminated (10,40 and 41). Later,

Late are two items about lenses: the parallel beam of a lighthouse

(21) aad the location of the real image from a picture i- a slide-

f;7

projector in comparison to a plane mirror (29). Finally, there

is an item about the traditional question: is it best to hold a

plane mirror further away from you in order to see more of your-

self in it ? (42).

3. 7heoaet4ca va44agie4 to ge mecesuited.

Five other characteristics were added to the 42 answers from

each pupil in ors_ to form a complete set of rough variables:

- the pupil's school;

- the pupil's year (3rd, 4th and 5th year of the pre-university

high school or 4th year of the higher general secondary school).

-the pupil's gender;

- the pupil's age;

- the opticF course curriculum, used by the pupil.

This rough data was used for statistical analysis by tha SPSS-

computer-program.

The aim of this analysis was to obtain values for the

following theoretical values:

1/ The actual number of specific misunderstandings among the pupils

related to the 42 items in the test-questionnaire; deduced from the

mean score and its standard deviation for each item.

2/ The correlation between the certainty of a pupil and the number

of misconceptions; certainty being measured by comparing the number

of l's and 5's to 21s,3's and 4's.

3/ The number of misconceptions in a more general sense in each

subject category of the questionnaire, deduced from a set of

the mean scores in each subject category.

4/ The difference between the theoretical knowledge of a pupil and

the way, he used this knowledge in problem situatiors, which is faiiy

a common issue in education. A value for this variable was deduced

by comparing the theoretical items (1-10) with the mare prot, .aatic

ones (11-42), both in general and for each subject category

separately.

5/ The existence of certain alternative frameworks in optics. An

essential question of this research was: Do pupils use more or less

coherent alternative sets of arguments in their answers or do they

reason in a purely arbitrary way ?

'
L)
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It is evident that pupils on their own Ebstraction level will not

use theories as consistently as scientists do: the need to include

many different phenomena into one comprehensive principle is

expected too much of 16 year-old pupils. However, their desire

for uniformity could increase with age and it would be interesting

to learn the extent, that an answer to one item implies something

in another, because this might have been evident for a .,..ientist,

but not for a pupil.

Frameworks might exist within a category of items, but it is

also possible that items of different categories correlate better

than the average, based on similarities between items less obvious

to scientists than to pupils. Therefoie, a factor analysis has to

be made of all the items together; blocks of items that significantly

correlate better than average could give rise to an awareness of

alternative frameworks, that pupils use for solving optical problems.

6/ Significant differences between the values of the above mentioned

five theoretical variables in seperated groups, which were

distinguished to the following criteria:

-school;

-year;

-gender;

-age;

-curriculum.

With respect to the last aspect, a problem could rise: in almost every

school, one curriculum was used for a number of years, so, differences

between the curricula might interfere with those affected by

differences in school characteristics.

Information about these differences can be gathered by doing T-tests

on the specific data from each group.
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III. RESULTS.

A. CHARACTERISTICS OF THE TEST-GROUP

Ultimately, the questionnaire was tested with 639 pupils in

five different schools. Two of these schools were situated in

Eindhoven (260.000 inhabitants; school no.1 had 152 pupils and

no.2 had 56 pupils), one in a suburb of Eindhoven (school no.5

with 260 pupils) and two were in the extreme south of The

Netherlands which is a more rural area of the country (school

no.3 with 70 pupils and no.4 with 101 pupils).

The pupils came from four different years:

-third year pre-university high school (14/15 year-old: 56 pupils),

- fourth year general high school (15/18 year-old: 191 pupils),

- fourth year pre-university high school (15/17 year-old: 201 pupils),

- fifth year pre-university high school (15/18 year-old: 191 pupils).

Except for the first group (third year), the pupils have :1-

ready made a choice of 7 (6 in general high school) out of the 12

available subjects in high schools, so, this test-group was likely

to be more interested in the sciences than the average school-

children. Unfortunately, this group was not divided equally into

girls and boys, 681 of the test-group were boys (433) and only

32% were girls (206).

Each school used a different curriculum, varying from a

theoreticalone(Middelink) to a practical one (PLON: physics

curriculum development project).

The distribution of the pupils' ages are shown in Figure 3.

Further information about the composition of the testgroup can

be found in the AF iix. 253
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B. NUMBER OF SPECIFIC MISUNDERSTANDINGS.

For the mean scores of the whole group, distinguished to school,

year age and gender, see Table 1. in the Appendix.

In the lower part of the table, values for the 'deviation' (DEV)

and the 'certainty' (CER) can be found (for the whole group and for

separate sub-groups), where:

-deviation is a measure for the number of wrong answers of a pupil

and is defined as follows:

42 42

DEV:= E (a.-1) + E (5-a.)
j

with a
i
and aj being tne answers to the i

th
j
th

items;tems;

i runs over right statementnumbers, j over wrong ones.

-certainty is a measure for how often a pupil gives answers l's or

S's in comparison with Vs:Vs and 4's 3nd is defined as follows:

42
ICER:= E lak-31

k1

with: a
k

the answer to t'e k
th

item;

k runs over all statemenenumbers.

In Table 2 of the Appendix the distributions of the answers

for each item are given in percentages, as follows:

R (ight): the percentage of l's or 2's for a right stctement or

4's and S's for a wrong statement.

M (iddle): the percentage of 3's for each statement.

W (rang). the percentage of 4's and 5's for a right statement or

I's and 2's for wrong statements.

On average, according to this division 64% of the 639 x 42

answers were right, 26% were wrong and 10% scored in the middle

class. T-tests on the mean scores made itcleor that the theoretical

items were answered significantly ( p<0.001) better than the

problem situations (items 11-42). See the figures in Table a.

on the next page.
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Table 3.:Percentages of answers in classes R,M and W,

divided for theoretical items (1-10) and problem situations
(11-42).

Total Theoretical Problems

Right 64 79 60

Middle 10 8 10

Wrong 26 13 30

The number of misunderstandings for each item will be regarded

in a more rigorous way in section C. of this chapter, where the

subject categories of the misconception list will be treated

consecutively.

Since this item does not fit in well :ethane of the subject cate-

gories, the only thing we want to mention here is the large number

of wrong answers to statement 42 (69Z): the traditional problem

if it is better to hold a little mirror further away in order to

see more of yourself in it. When there was any time left after the

reply-forms were collected (pupil:: used 30-40 minutes to answer

the questionnaire), a discussion was initiated about this item.

Although t geometrical explanation of this problem is rather

complicated, it was amusing to learn that many pupils were convinced

that 'holding it further away' must be c.1:.ressful, sirkply because

they did it in practice everyday themselves. Even after doing

experiments in the class-room some pupils maintained their opinion

and got irritated when the discussion went on.

C. NUMBER OF MISUNDERSTANDINGS IN SUBJECT CATEGORIES OF THE MISCON-

CEPTION UST.

1. Nahum and P4ope4Lieh o/ Light

Neither from the theoretical (1,2) nor from the problem situations

(11,12 and 13) can aa conclusion from Guesne for 12-15 year-old

pupils be extended for 16-18 year-old pupils, that they stould

identify light only with its source or its effect. Most of them were

rIr.)
4
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30 aware of the presence of light in the space between a light source

and a wall or a picture (87%). In the interviews every pupil, who

was asked for, argued this by something like:'if you hold something

In between, you see that it is illuminated too !'

?. Rectii2nea444 o/ tight.

The theoretical statement about the rectilinearity of light

propagation (3) was answered correctly by 762 of the pupils and

roughly the same number urderstood the problem situation in which

non-rectilinear light propagation was suggested to illuminate a

room with only a small window (14). Th. item with the lightning

flas' was more con...sing: 342 though, that a lightning-flash (15)

was an example of non-rectilinear light propagation, not reali-

sing that a flash is not a light ray at all.

The coupling between rectilinear light propagation and its

possibility to form shadows of an object seemed to be very obscure

for the pupils. 642 0' them stated that shadow formation on a cloudy

day was not possible because the clouds absorbed too much of the(16)

light. In fact, in a light intensity a hundred ti/es lower than

the daylight intehsity on acioudy day, shadows can easily be formed

when the light is coming in from one direction. Pupils have problems

to distinguish this last condition - one-directional light in contra-

diction with diffuse light - from re -ilinear light propagation. See

figure 4.

rectilinear
light, coming
fro' one direc-
tio..: shadows

can be formed.

rectilinear, non-rectili-
but diffuse near light-
light: no propagation.
shadows will
be formed.

Figure 4.: illustra-
tion of the differences
between non-rectilinear
and diffuse light.

Consequently, 142 of the pupils thinks that the reason why no

shadows will be formed on a cloudy day must be ra-rectilinear pro-

pagation of light when it has passed the clouds.

3. Dynaacc4 ol itght.

The item about the limitation of the distance, light travels

long in empty space (5) scores the most wrong answers among the

theoretical questions (242). Even mere pupils (58%) agree with the

statement that light emanating from the sun will travel further than

that of a ',.ight bulb (20). This shows us clearly thLt pupils -

regarding these questions - do not think in terms of fundamental

light dynamics, tr.' more in terms of light intensities and its

effect: 'is it still visible at that distance ?'

From this point of view it becomes clear that these questions

strongly correlate with those about the visibility of light rays

in situations without mist droplets or dust particles. However,

in the interviews the absorption of light in a 'foggy' medium was

mentioned far more often by the pupils to cause a decrease of light

intensity than the general decrease of light intensities of spherical

expanding waves with the square of the distance to the source.

4. Inte4action with matte4 and 4w4/aces.

About 802 of the pupils know that light rays are not visible

unless they are scattered by mist droplets or dust particles. In the

problem situation (18) gave more right answers to this subject (812)

than in the theoretical situation (4: 72Z), but this can be caused

by the fact, that in the figure belonging to statement 18 the presence

of a foggy corona round the cloud was strongly suggested in the

picture.

The other issue in this category brought about wore problems.

Particularly, the difference between diffuse and specular reflection

seemed to be rather obscure for the pupils.

The mean score of right answers to statements 9 and 33-39 was

35%. In fact, there is a methodological problem in the questions 9 and

33: what do pupils mean with 'better reflection' ? It can be inter-

preted in two ways:

-8 surface reflects better when it reflects more of the light, that

hits the surface; physicists should say: the surface has a high

reflection-coefficient.



-a surface reflects better when it reflects light rays acoording to

the law of reflection, i.e. it reflects more specular like a mirror.

However, in spite of the ambiguity of these questions, the

pupils' lack of ability to distinguish diffuse and specular

reflection becomes evident in the statements 34-36 and 38,39. 60%

of the pupils think that a mirror only reflects light at places

where the light spot can be seen (34), not aware of the fact that

specular reflection causes image formation: so, the whole mirror

reflects light, but only the spot where the light is seen reflects

it in the direction of the eye. There are only a few pupils who

realise that specular reflection is a minimum condition for forming

an image. Consequently,46% of the pupils thought that you could see

yourself in a white sheet of paper, if it should reflect all the

light (35). In the items 38 and 39, a very 'clean' situation, testing

the difference between diffuse and specular reflection, was repre-

sented. 559. thinks that an observer in front of a mirror can see

a light spot at a mirror where a slanting light beam hits it, while

it is evident from the diagram that definitely no light is reflected

in the direction of the observer.

In tne interviews some pupils were asked about their knowledge

of specular and diffuse reflection. Most of them remembered two drawings

of their physics course; see Fi_,ure 5.

reflection
by a mirror

diffuse
reflection

Figure 5.:

Illustration of the
differences between
diffuse an!' specular
reflection E it is
presented in most of
the optics curricula.

In most curricula something like these drawings explains the

origins of the two sorts of reflection, but they seldom take into

corsideration the important consequences of the differences between

them; for example: most objects are visible because they reflect

light in a diffuse way.

I 0

5. Me concept o/ v1410n.

In the theoretical questions 6 and 7 it in stated, that light rays

from an otject have to enter the eye of tl.e observer when he is able

to see it, while it is not necessary that light rays coming from the

light source hit him directly. 82% of the pupils seemed to have a good

understanding of his vision concept.

In the interview they were encountered with the situation of

Figure 6, showing a light source, an object and an observer. From the

six light paths in the diagram, they had to choose the ones, that were

necessary to make the object visible for the observer. All pupils

chose the right ones:I and III.

"
t

......

1.

Figure 6.:
Diagram of the
interview situation.

It is quite surprising that - in spite of the pupils' good

theoretical knowledge about the concept of vision - they fail to use

this knowledge in the problem situations 22 and 26. Although in

22 a photogiopter has taken a bright picture of a building at night

only 61% nought it necessary that light comes over to the photographer.

In 26 an observer sees lit headlights of a car approaching him, but

only 58% of the pupils thought that light rays emanating from the car

really should reach the observer. In these situations the pupils were

confused by the darkness of the meadow in 22 and the dark part of

the road between car and observer in 26.

These misunderstandings typically belong to the decoupling

concept as described in section IIB4. Besides, in these situations

pupils seemed to identify the presence of light only with its

effect: 'there is light when the meadow or the road is

illuminated.'

7 6
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D. FACTOR ANALYSIS: SEARCHING PUPILS' ALTERNATIVE FRAMEWORKS.

1. eizeizai con44deitation4.

As we have seen in section IIC6. a factor analysis for the 42 items

.could show us alternative frameworks, that pupils use in their

reasoning in geometrical optics. The issue in which we are interested

here is whether pupils use more or less coherent sets of arguments

in solving the problems or do they use arguments for each item

separately and in anarbitrary way ? Secondly, if such frameworks

exist, is it possible to compare them with the consistent theories that

scientists use or must we really call them 'alternative' ?

As a basis for the factor analysis we have to take a look at

the correlation matrix of the 42 items. The correlation matrix is

represented in a visual form in Table 4 in the Appendix. A relatively

strong correlation between the items i and j is represented as a block

in the diagram; the area of the block is a meastity for the value of

the corrLlation.

A first conclusion is that interitem correlations are rather

low (the average of the absolute values is 0.08). Although this

gives a first hint about a low consistency in the reasoning of the

pupils, i- is difficult to make sharp conclusions out of this figure.

Thnt is because there is no objective criterion that gives us an

objective critical value, above which a correlation should be regarded

as important. It istroublesome to compare the absolute values of the

correlations with other investigations: the apparently theoretical

connections between items can easily be overrated and, besides, the

sequence of the questions is important as well, since, an item out

of another subject category between two items of the same category

can confuse the relations.

The best way_ to find a critical value is to start at a high level

and look how many items correlate. After that, pairs of items with

lower correlations can be taken into account. Decreasing the critical

value more and more bundles of items come into appearance; when these

blocks beccme spread oet over the whole matrix, the critical value is

underrated. For this investigation a critical value for the correlations

was 0.15: correlations below this value were blurred out over the

whole matrix, correlations above 0.15 bundled more or less.

2. Coayteiutzon4 Letween kt,v24 th the 4utiect cutegoly a

the ru4concept4on

Looking accurately to bundles of high correlations in the matrix

brings us to the following conclusions:

- In the category of nature and properties of light (1,2,11,12,13) high

correlations were found between 11,12 and 13. This is not a surprising

result,since these three questions are about the same problem situation.

Further correlations were low: a connection between 1,2 and 11,12,13

was hardly seen by the pupils.

- Rectilinearity and dynamics of light: 3,5,1'.15,17,19,20.

Correlations were found between pairs of items, but not throughout

the whole group:

-14 and 15, the problem situations about rectilinearity correlate

strongly with each other but not with the theoretical item: 3.

-16 and 17 about forming shadows correlate strongly, but hardly

any connection is laid with rectilinearity: 3,14 and 15.

-5,19 and 20 is a separate sub-group about the dynamics of light.

They were correlated with each other, but also with the items

of the category: 'vision'.

-Interaction with matter and surfaces 4,9,18,33-39.

Like ne previous one, this category splits up in little groups:

- 4 an: 18 correlate strongly. This is not surprising: the theore-

tical item and the problem situation are related closely.

- 9,33 and 35 form a separate category, which we could call:

questions about the reflection coefficient of a white sheet of

paper or a mirror.

- 36,37,38 and 39 is a group of questions about the difference

between sperular and diffuse reflection. They correlate more

than average with each other, but not with the items 9,33 and

35. To a certain extent, this can be due to the ambiguity of the

items 9 and 33 (see section IIIC4).



-The concept of vision 6,7,22,23,24,25,26,27,28.

The items 6 and 7 were correlated, but not with the group 22-28. In

the group 22-28 very strong corrr ations _ere found ( up to 0.88),

but 24.28 are items in the same problem situation. The separation

between the items 6 and 7 on one hand and the group 22-28 on the

ot`ar shows us clearly, that the decoupling concept of vision is

latent, nct when it is tested in theoretical questions, but more

in problem situations. 'the transfer of the theoretical knowledge in

practice seems to be very low for this subject«

-Formation of an image 8,10,21,29,30,31,32,37,40,41,42.

Hardly any correlations were fou.a in this cat .)ry. Aithr.ugh pupils

show us in theoretical item 8 their knowledge of the location of the

im qe of an object at a plane mirro. they are hardly able to use

this knowledge in problem situations like that .f the boy who looks

at the blackboard via a mirror (30) ald the situation of the photo-

grapher who wants to take picture of nimself in a mirror (31 and 32).

Theconnectionwith of items about Amage fomation, such as the

situation of th_ lighthouse (21) and the slide projector (29) was

even less.

3. Aite4naLie 1zamewo4ch.

The previous conclusions ,ere a:1 about interitem correlations

within categories. Now we can look at strong correlations between

items in different categories in order .o search for alternative

frameworks.

The first group of inter-category correlations is that between

l-namics of light (5,19,20) with the items about visibility of light

rays in an environment with mist droplets or dust particles (4,18).

We already saw in section II1C3., that when a pupil is asked

about the distance light can travel, he looks in first instance at

the light intensities and if it is still observable and not at the

fundamental dynamic properties of unlimited light propagation, Com-

bining this with the idea, that the most important factor for decrees-

t. light intensity in a medium is absorpdon instead of the

general decrees.. with the square of the distance to the light sourze

for a spherical opagating wave, i becomes obviousth the above

mentioned categories are correlated. Uhen we accept the pupils'

misunderstanding of the items 5,19 and 20 as an ambiguity their

abstraction level, we have to admit, that the connection pupils have

made sere is quite a legal one:i.e. when light rays are visible in

a 'foggy' environment, some of the light must be scattered in the

direction of the observer,and so the light intensity of the beam

decreases in forwards direction.

A second framework can be found 'in we look at the correlations

between the items 4,5,7,11,12,13,20,22-28. All these items have some-

thing about the presence of light at a certain distance and with the

vision concept. As we have seen in section IIICS., the decoupling

concept of vision is a rather persistent one. Although pupils do not

see clearly that light rays of a visible object hae to enter the eye

on every occasion, they do realise, that the presence of light in the

environment of the object is a minimum condition for seeing it.

Phis idea tsgether with the decoupling concept forms the basis

for an alternative framework, causing correlations between the above

mentioned items. This framework is analogous with the idea, that

light is a purely static phenomena: it is present in a limited part

of the space and in *hat part objects are visible.

E. T-TESTS: DIFFERENCES BETWEEN GROUPS.

In this section we shall restrict the review about differences

between groups to some general conclusi,os about the average scores

of the groups. It 4s not very useful to look as detailed .s done in

the previous section at each subject categcry separately, because

quantitatively, the figures are very similar to each other (there are

only a few items that sham significant differences for separate: groups)

and qualitatively, the same conclusions will arise for each group.

When we look at Table 1 in the Appendix, we can see that there

are differences in the deviation score (measure for the total number

of misunderstandings, definition see section IIIB.) for different

schools. in Table V on the next page the T-values are given for these

differences.

S
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Table 5 T-values for differences in 'deviation' for schools

school
no.

DEIIATION Number
T -values

4 52 3

1

2

3

4

55.1 ± 16

58.9 t 15

61.7 ± 14

57.5 ± 14

56.6 ± 14

152

56

70

101

260

1.6 3.0

1.0

1.2

0.6

1.9

1.0

1.1

2.7

0.5

t 0.5 1.0 1.5 2.0 2.5 3.0

p

t

0.5
*

0.2
1

0.C7
.

0.02
:

0.006 0.002

From Table 5 we can see that differences between schools in the

deviation -score are not highly significant. The differences between

the certainty-scores are not significant at all. As we saw in section

IID3. it is lifficult to get clear why there are differences between

schools. In fact, school characteristics, teacher characteristics and

the curriculum used for the optics course will interfere.

Whet. qe look at different years of the high school and to the

two types of. high stilt 's, .e can observe highly significant differen-

ces in the oeviation-scores. See Table I in the Appendix and table 6

below.

Table 6: T-values for differences in 'deviation' for years.

Type DEVIATION Number 2 3 4

1. Pre-univ HS 3rd y.

2. General HS 4th y.

3. Pre-univ HS 4th y.

4. Pre-iniv HS 5th y.

61.7

61.8

57.2

51.2

± 15

± 13

± 14

± 14

56

191

201

191

0.0 2.0

3.4

4.7

7.7

7.1

t 2.0 3.0 4.0
4

p 0.02 0.002 0.0001

81

The rumba: of misunderstandings in the 4th year of the general

igh school was about the same as in the 3rd year of the pre-

univers]ty high school. The number of misunderstandings tr. tae pre-

university high schools increases rapidly in the upper classes.

Because of the Highly significant differences menrioned above

the factor analysis uas done for the 5th year of the pre-university

high school and the 4th year of the general high school were done

separately. No qualitative differences came out: the same subcatego-

ries and the same bundles of correlations were formed. However there

was a significant difference the average of the absolute values

of the cer.elations: 0.11 LA- the preIniversity and 0.07 for the

general high school group (t=4.2; p=0.0001). With some precaution

it can be said that the pre-university pupils use mor, consistent

framework han the general high school pupils.

C( daring the average scores of boys and girls, we see that the

deviation-scores as well as the certainty-scores differ significantly.

Table 7 : differences in 'deviation' and 'certainty' between boys

and girls.

Boys (433) Girls(206)

Deviation

Certainty

55.5 ± 15

61.7 ± 12

60.7 i 13

56.1 ± 12

4.4

5.5

< 0.0001

0.0001

We have to treat these results with some caution, because the de-

viation and certainty - as they are defined in IIIB. - are mathema-

tically dependent. By recoding the rogh data into a three-point-

scale, we can construct an independent scale for deviation. The

differences between girls and boys decreased by reeding the dati,

but were still significant (t=3.9).

As we look at the scores for deviation and certainty for diffe-

rent ages, we can find no significant differences. This result

emphasizes the fact, that the difference between beparate years in

the pre-university high schools are caused by educational effects

and not by a generally higher abstraction level of Oder pupils.

R2



IV. CONCLUSIONS AND DISCUSSION

To get some information about the reliability and the validity

of the investigation the reliability-coefficient a 1,as calculated

and found to t2 0.76 . After selecting and leaving out the ambiguous

items (such as 9,21 and 33) this value .ncreased to 0.79 .

It is rather difficult to summarize the results, presented in

the previous chapter in a few conclusions, but here are the most

importarc ones:

Misunderstandings about geometrical optics among 15-18 year-old

general high school and pre-university high school pupils were mainly

found in the following subject categories:

-visicn; in particular the decoupling concept: roughly one third of

the pupils do not think it necessary for light rays to enter the eye

of are observer to make an object visible for him.

_Interaction with surfaces: particularlythe differences between

diffuse and specula reflection. Although most of the pupils have

a theoretical knowledge about the origins of this difrerence, they

oo not understand the consequences of this in practice.

-image formation: most of :he pupils krism that the image of an object

at a plane mirror is as far behind the mirror as the object is in

front of it, but in problem situations they fail to apply this know-

ledge.

As already seen in the last two examples, there existta dis-

crepnncy between the theoretical knowledge of a pupil and his ability

to use it in problem situations. The theoretical items (1-10) were

answered significantly better than the problem situations (11-42).

It is possible that this difference is brought about by the fact

that most of the theoretical items were recognizable for the pupils

from t`ir optics courses. Most of the problem situations were new,

allthough only everyday Ognomens were regarded.

r)
'

The 'total number of misunderstandings' of .s pu7i1 appeared

to depend on the pupil's school, the type of the high school

(general or pre-university) and on the number of years he went

through on the high school. However, it did not depend on the

pupil's age; from this the conclusion can be drawn, that

improvements in the understanding the geometrical optics are

purely due to educational effects and not to the higher abstrac-

tion level of older pupils. Finally, significant differences in

the number of misunderstandings and in the certainty, with which

they filled up the reply-f-rm, were found between boys and girls.

After recoding the data to make the deviation-score and the

certainty-score mathematical independent, differences became less,

but still significant.

The mos, striking -esults of the factor analysis were:

- The inter-item correlations were relatively low (on the average

0.08). Although it is difficult to find a theoretical basis

which provides an objective critical value for the col- 'ations,

these low values give us the idea, that the consistency of the

pupils' reaso.eing in solving optical problems is easily overrated

(by investigators as well as by teachers).

- Subject categories, in which correlatic s were expected to be

stronger, split up in small groups of two of three items.

- Some correlations were found between groups of items of different

categories. Except for two cases (a connection between the limitation

of light propagation and absorption and one between the decoupling

concept and light as a statical phenomena), these bundles of corre-

laciol:a were difficult to interpret as pupils' alternative frameworks.

- The correlation matrix showed a subdiagonal effect: i.e. a pair of

items which were close together in the questionnaire correlated

stronger than a pair, from which one is placed at the beginning of the

questionnaire and the other at the end.

With some reserve, we want to formulate a conclusion, based on

the :our characteristics of the factor analysis mention d above:

theorie used by pupils when they are solving problems in geometrical

84
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optics are not very consistent. With this, it is not stated that

they reason in I purely arbitrary way, but their frameworks are not

very persistent, short-living and mostly restricted to only a few

items.

The desire for uniformity in a theory explaining as many

physics phenomena as possible within one principle is far less

developed in pupils' minds as teachers expect they are. On the one

hand it is possible that their abstraction level is not yet high

enough to see through the consistency of scientific theories, on

the other hand it could be that there is too little emphasis on

the methodological aspects of the development of theories in

physics education. Should it not be the teachers' task to show

their pupils, tnat uniformity of physical principles and their

applicability in contexts as broad as possible is one of the most

charming disciplines in science ?

5
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Vi APPE101X
LIABLE 1. Average spare cn each item, deviation of the 'goad score' and certainty,

secali.ad for schools. years. gender and age.

Tan (Schools
Stomp 2 3 4 5

01

02

03

05

oo
07
03
0)
10

11

12

13

14

15

15

17

18

19

20

lk639 h6152 N56 N=70 N=101 N,260

4.48?

4.3)1

2.035

3.997

2.322

1.789

4.239

1.700

2.49?

4.014

4.316 4.482 4.271 4.515 4.592

4.224 4.429 4.4004.287 4.519

1.840 2.006 2.371 1.e81 2.042

4.263 4.003 3.971 3.911 3.831

2.013 2.196 2.E03 2.495 2.335

LEOS 2.089 1.814 1.921 1.773

4.270 4.161 4.029 4.287 4.277

1.566 1.411 1.771 1.703 1.819

2.493 2.4462.600 2.3%, 2.442

4.016 3.893 3.900 3.861 4.0E6

2.023 2.0912 2.321 2.057 2.003 1.931

4.117 4.079 4.196 3.857 3.590 4.242

4.463 4.414 4.571 4.457 4.416 4.493

4.041 4.379 3.875 3.786 3.950 4.023

3.836 4.003 3.482 3.595 3.911 3.781

2.477 2.395 2.429 2.557 2.475 2.515

3.564 4.013 3.562 3.866 3.911 3.973

1.897 1.789 1.966 1.914 2.079 1.873

4.452 4.474 4.464 4.371 4.27: 4.327

3.443 3.329 3.625 3.757 3.426 3.392

2.435 2.467 2.125 2.057 2.297 1.633

2.479 2.296 2.946 3.014 2.267 2.423

4.397 4.403 4.5)34.286 4.416 4.392

1.277 1.296 1.161 1.286 1.277 1.2E6

2.227 2.178 2.303 2.571 2.109 2.173

2.543 2.461 2.599 3.000 7 365 2.527

3.117 3.118 3.125 3.386 2.921 3.119

3.687 3.421 3.786 3.914 3.772 3.727

4.233 4.224 4.321 4.043 4.297 4.246

4.358 4.487 4.196 4.371 4.277 4.346

3.532 3.495 3.232 3.536 3.634 3.619

2.156 1.993 2.071 2.371 2.178 4.204

2.603 2.711 2.679 2.729 2.594 2.452

2.5E4 2.342 2.625 2.786 2.525 2.681

2.564 3.036 2.929 3.035 3.218 2.769

4.203 4.32) 4.268 4.157 4.178 4.133

3.67e 3.855 3.039 3.696 3.525 3.600

2.7;2

2.152

2.235

2.931 2.857 2.814 2.911 2.515

2.158 2.179 2.329 2.069 2.119

2.191 2.232 2.343 2.525 2.119

41 2.304 2.339 2.214 2.100 2.446 2.319

42 1.9)2 1.423 1.411 1.957 1.455 '.681

DEV 57.18155.14 58.9361.74 57.55.7M

(EL 59.87 63.28 60.43 58.23 57.21 9:.22

1

Years
Gender Age

1 2 3 4 M F 1 2 3 4

N26 N=191 N.331 N.191 11.433 N.206 N.176 N.257 N.148 14.53

4.554 4.342 4.632 4.361 4.406 4.602 4.351 4.479 4.43; 4.250

4.411 4.257 4.433 4.476 4.4764.214 4.391 4.362 4.399 4.234

2.214 1.827 1.915 2.220 2.000 2.019 977 1.988 2.047 2.05.'

4.232 3.734 3.E01 4.372 4.065 3.854 p.886 4.035 4.081 3.948

2.375 2.435 2.328 2.183 2.254 2.466 2.443 2.261 2.311 2.259

2.107 1.843 1.776 1.654 1.702 1.971 1.933 1.681 1.851 1.734

4.161 4.209 4.129 4.433 4.3 4.033 4.125 4.288 4.297 4.224

1.929 1.785 1.672 1.576 1 .,: 1.660 1.807 1.716 1.593 1.595

2.518 2.346 2.587 2.419 2.383 2.617 2.545 2.444 2.426 2.345

3.607 3.94)4.055 4.115 4.115 3.80i 3.847 4.078 4.061 4.121

2.625 2.073 1.821 1.026 2.065 1.951 2.136 1.856 2.209 2.003
4.143 f.053 4.154 4.126 4.118 4.117 4.0236.233 4.014 4.155

4 304 4.356 4.572 6452 4.476 4.437 4.4154.541 4.335 4.466

4.125 4.084 4.249 3.754 4.040 3.937 4.1884.039 3.919 3.914

3.518 3.764 3.731 4.010 3.952 3.533 3.682 3.739 3.966 4.C69

2.268 2.251 2.562 2.675 2.427 2.583 2.392 2.607 2.358 2.466

3.929 '70 4.090 4.007 3.977 3.937 3.939 4.004 3.953 3.897

1.982 1.948 1.550 1.764 1.7832.135 2.033 1.926 1.719 1.724

4.625 4.199 4.532 4.571 4,4464.465 4.50)4.455 4.466 4.259

3.875 3.639 3.333 3.178 3.233 3.8EG 3.585 3.424 3.331 3.379

3.069 2.236 2.214 2.675 2.333 2.650 2.505 2.284 2.608 2.448

2.911 2.681 2.428 2.334 2.339 2.772 2.750 2.412 2.355 2.241

4.393 4.332 4.408 4.403 4.349 4.!...00 4.426 4.405 4.318 4.483

1.125 1.2E6 1.249 1.310 1.293 1.243 1.182 1.276 1.304 1.500

2.357 2.529 2.134 1.958 2.185 2.316 2.331 2.135 2.189 2.259

2.661 2.993 2.557 2.147 2.443 2.i52 2.688 2.479 2.493 2.517

3.446 3.497 3.229 2.524 2.947 3.476 3.331 3.064 2.9E6 2.931

3.804 3.775 3.657 3.597 3.667 3.723 3.767 3.646 3.608 3.828
4.411 4.073 4.174 4.403 4.v.4 4.252 4.278 4.27 4.223 4.103

4.161 4.293 4.328 6.5:4 4.391 4.311 4.244 4.391 4.419 4.448

3.006 3.319 3.632 3.785 3.524 3.549 3.364 3.681 3.520 3.414

2.357 2.162 2.318 1.921 2.069 2.340 2.295 2.148 2.122 Lew
2.625 2.46. 2.682 2.654 2.552 2.709 2.633 2.619 2.608 2.259

2.321 2.293 2.493 3.007 2.655 2.433 2.386 2.607 2.735 2.672

2.821 2.782 2.836 3.314 2.895 3.107 2.926 2.977 2.953 3.062

4.179 4.110 4.164 4.346 4.2194.170 4.1132 4.132 4.324 4.276

3.214 3 670 3.612 3.895 3.958 3.092 3.369 3.763 3.804 3.931

2.518 2.550 2.488 3.225 2.935 2.306 2.336 2.29 ''8 3.139

2.250 2.433 2.209 1.606 2.046 2.374 2.199 2.23) 2. 1 2.000

2.125 2.220 2.363 2.147 2.141 2.432 2.335 2.272 2.128 2 034

2.232 2.497 2.279 2.157 2.171 2.583 2.393 2.222 2.365 2.724

1.446 1.560 1.627 1.623 1.607 1.558 1.832 1.633 1.541 1.517,

61.7061.84 57.18 51.19 55.4960.72 60.05 56.14 56.13 55.67

60.16 58.77 60.24 60.48 61.65 55.11 59.47 63.28 59.06 59.62

yews:
Gender: Age: 42 42

F-Amale 1: 14/15 year old DEV:= E(5-ei)

2: 16

2: 4th year galena hititgenai

1.3.4: 3rd.4th and 5th year
pre-trdversit, '11ghs:trial

Na /toter of teat mama

8feeele yeas old

3: 17 year old

4: 18/19 yea: old

1
CER:=1'1%31 with: ai maim an its '

k1 i runs over right.
.1 over wrong. k over all item

VI APPENDIX

TABLE 2.: D]stribution of right and wrong answers for each item.

,ns R M R: right: percentage of answers l's and

2's if answer must be 1 or the percen-
tage 4's and 5's if answer must be 5.

Mt middle: percentage of answers 3.

W: wrong: percentage of answers 4's and
5's if answer must be 1 or the percen-
tage l's and 2's if answer must be 5.

1

2

3

4

5

6

7

8

5

5

5

5

87

86

76

72

65

82

82

85

6

3

8

11

10

7

8

5

7

11

17

16

24

11

10

10

9 5 25 14 61

10 5 76 11 13

11 1 77 5 18

12 5 79 9 13

13 5 90 3 7

14 5 75 8 16

15 5 66 18 17

16 5 25 11 64

17 5 75 10 14

18 81 11 9
19 5 88 4 7

20 30 12 58

21 5 24 13 A3

22 61 7 32

23 5 90 6 4

24 97 2 1

25 68 11 20

26 58 12 30

27 40 15 45

28 5 65 13 22

29 5 82 10 8

30 5 87 8 5

sl 59 10 31

32 5 71 14 16

33 5 28 15 57

34 5 28 13 60
35 5 40 14 46

36 5 82 12 7

37 5 66 4 29
38 37 7 55

39 72 10 18
40 71 11 19

41 1 69 5 25
42 5 25 5 69
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MISCONCEPTIONS CONCERNING NEWTON'S LAW OF

ACTION AND REACTION. THE UNDERESTIMATED IMPORTANCE OF

THE THIRD LAW*

David E. Brown

John Clement

Physics Department

University of Massachusetts

Amherst, lassachusetts 01003

July 25, 1987

Introduction

A number of studies conducted in recent years haw'

demonstrated a wide range of beliefs about physical

phenomena which students have apparently formed on their own

without the benefit of formal instruction. Particularly

well documented have been student beliefs which are in

contradiction with the ideas of Newtonian mechanics. For

example, many students hold the belief that there is a

force on or in an object in the direction of the object's

motion (Viennot 1979, e ,berg and Lie 1981, Clement 1982)

when in fact no force is necessary to keep an object moving

at a constant velocity. Reviews of research on students'

alternative conceptions in clasaical mechanics are provided

by Driver and Erickson (1983), McDermott (1983), McCloskey

(1983), and McDermott (1984).

*Supported by NSF Grant # MDR-8470579
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Most of the student errors that have been documented in

Newtonian mechanics have been on questions designed to test

conceptual understanding of Newton's first or second laws.

Only a few (e.g. Maloney, 1984, Boyle and Maloney, 1986, and

Terry and Jones, 1986) treat the third law. This emphasis

on the first two of Newton's three laws is in keeping with

the emphasis placed on the first two laws in textbooks. The

ability to flexibly use the quantitative statement of the

second law (the net force acting on an object is numerically

equal to its mass times its acceleration) is arguably the

most important ability a stu ant can acquire for success in

an introductory physics course. This preeminence of the

quantitative statement of the second law in instruction is

illustrated by the fact that the very popular PSSC high

school textbook (Haber-Schaim, Dodge, & Walter, 1986) speaks

of "Newton's Law" (meaning the quantitative statement of

Newton's second law) rather than speaking in plural of

Newton's laws.

By contrast, many textbooks treat the third law in

passing, either zimply mentioning it briefly as an

unsupported statement of fact or as an addendum to the

section covering conservation of momentum. The results of

this study indicate that this type of treatment is

insufficient to counter the misconceptions students hold

about the third law. This might be a small concern if the

third law is in fact only an insignificant piece of the

Newtonian picture, but in this paper we argue that the third

law should be treated as a much more significant part of an

introductory physics course since it is important for

developing C.3 students' qualitative concept of force.

Method

A multiple choice diagnostic test was administered to

four physics classes, two classes in each of two high

39
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schools. All of the questions (shown in the appendix) Table 1

concerned the concept of force in various contexts, and the

majority could be answered using a basic knowledge of PRETEST SCORES FOR BOTH SCHOOLS

Newton's third law. The test was administered at the

beginning of the year and again after all instruction in

mechanics had been completed in order to assess gains from

instruction. In addition to answering the questions,

students were asked to rate how confident they were in their

answers. Teachers were not aware of the contents of the

test.

At school A, both of the physics classes were taught at

the same level, however, the intellectual loval of the

students was fairly high as indicated by an average SAT math

scnre of 610. At school B, students can take a standard

level course in physics or an honors level course. The data

used here was gathered only from the standard level classee.

For any analysis beyond simple percent correct, only school

A has been used because of these differences. Also, the

science curriculum in school A is more typical with students

taking physics generally in their senior year following

chemistry. However, in school B, students take physics

generally in their sophomore or junior year preceding

chemistry. scores are reported only for students who took

both the pre-course and post-course tests.'

A

(n -23)

B

(n -27)

Bosh

(n..50)

* Lamp 13% 56% 36%

* Stock Cars 13 22 18

* Stationary Boxes 9 11 10

* Office Chairs A 74 89 82

* Office Chairs B 13 19 14

* Mosquito 4 30 18

* Steel Blocks 17 33 26

* Bowler 0 0 0

* Magnets 35 48 12

* Pulling Block A 30 26 23

* Pulling Block B 30 19 24

* Handsprings 39 11 24

* Three Boxes 0 0 0

Suitcase 17 11 14

Crate A 78 70 74

Crate B 9 15 12

Book Pile 9 7 8

Results of the Pre-test Diagnostic * Can be answered using Newton's Third Law

As one purpose of this paper is to disseminate the

results of the diagnostic, tables 1, 3, and 4 present the

results of all the problems on the diagnostic. However, the

stsrred questions are those which will be discussed further

as these are the questions which could be answered with an

understanding of Newton's third Dar. As can be seen in

table 1, most of the questions on the pre-test were answered

correctly by far less than half of the students, providing a

92
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Table 2

AVERAGE CONFIDENCE SCORES OF TYPES OF PROBLEMS

!SCHOOL A: n = 23)

Table 3

POSTTEST SCORES FOR BOTH SCHOOLS

A B Both

Incorrect answers Correct answers (n -23) (n=27) (n.50)

Pretest Posttest Pretest Posttest * Lamp 837 89% 86%

Third lay * Stock Cars 26 15 20

* Stationary Boxes 30 3] 32

Continuous forces * Office Chairs A 91 89 90

* Office Chairs B 44 19 30

Static 1.68 1.92 1.84 2.33 * Mosquito 48 52 50

Dynamic 1.79 1.90 1.46 1.98 * Steel Blocks 48 48 48

* Bowler 4 4 4

Impulse forces 4 Magnets 48 33 40

* Pulling Block A 35 15 24

Explosions 1.68 1.93 1.50 2.20 * Pulling Block B 35 15 24

Collisions 1.85 2.09 L.40 2.48 * Handsprings 44 26 34

* Three Boxes 9 7 8

Friction 1.92 2.05 1.93 2.13
Suitcase 4 22 14

Crate A 83 89 86

Crate B 17 41 32

Book Pile 22 30 26

Sample Confidence Scale

* Can be answered using Newt-n's Third Law

0 1 2 3

Just a Not very Fairly I'm sure

blind guess confident confident I'm right

5
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Table 4

PRE-POST GAINS FOR BOTH SCHOOLS

A

(n -23)

B

(n -27)

Both

(n..50)

* Lamp 70% 33% 50%

* Stock Cars 13 - 7 2

* Stationery Boxes 21 22 22

* Office Chairs A 17 0 8

* Office Chairs B 3) 0 16

* Mosquito 44 22 32

* Steel Blocks 31 In 22

* Bowler 4 4 4

* Magnets 13 -15 - 2

* Pulling Block A 5 -11 - 4

* Pulling Block B 5 - 4 0

* Handsprings 5 15 10

* Three Boxes 9 7 8

Suitcase -13 11 0

Crate A 5 19 12

Crate B 8 26 20

Book Pile 13 23 18

* Can be answered using Newton's Third Law

96

possible indication of widespreai preconceptions.

An indication that these answers represent student

beliefs (rather than simply incorrect guesses) comes from

the students' ratings of their confidence in their answers.

In addition to marking one of the multiple choice answers,

students were asked to rate how confident they were in their

answers on a scale from zero to three. Students used a

rating of zero to indicate that they were just guessing, a

rating of one to indicate that they were not guessing but

were not very confident, a rating of two that they were

fairly confident, and a rating of three that they were sure

their answer was correct. Students could mark their

confidence anywhere along this continuous scale. As can be

aeen in table 2, students' average ratings of their

confidence in their incorrect answers on the pre-test

indicate that their answers were not blind guesses, but were

held with some conviction. This suggests that the wrong

answers represent preconceptions rather than simply wrong

guesses.

Results of the Post-test Diagnostic

From the results of the post-test diagnostic shown in

table 3, the instruction was apparertly not particularly

effective in raising the students' scores, providing an

indication that the preconceptions in the domains tested by

these questions are quite resilient. The pre-post

differences ehowi: in table 4 are disappointingly low with &

number of gains below 10% and even some losses. The average

gain for the classes in the two schools was only 12.8%,

raising the average score on the test from 25% to 38%.

Again the confidence scores shown in table 2 indicate

that students were not simply guessing but answered with

some conviction. As would be hoped, the average confidence

score of those students answering correctly was higher after

"1
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instruction in each of the areas. However, the average

confidence score of those students answering incorrectly was

also higher after instruction. This would seem to indicate

that not only did most of the students have misconceptions

after instruction, but the studentc answering incorrectly

after instruction were more convinced their misconceived

beliefs were correct than those answering incorrectly before

instruction. Thus it seems clear from the low percentage of

correct answers on the post questions and the students' high

confidence in these answers that instruction was not

effective in instilling a knowledge of Newton's third law.

The Importance of the Third Law

In this section we take a deeper look at the problems

on the diagnostic which required a knowledge of Newton's

third law and provide an interpretation of the results. We

will argue that the by scores on the post-test may not

indicate simply a failure to remember a verbal statement of

the third law but rather may indicate a failure at a deeper

conceptual level. Further, we submit that if students can

gain a deep conceptual grasp of Newton's third law, they are

in a much better position to answer both qualitative and

quantitative questions involving forces.

Force as an interaction. Before proceeding to a

discussion of students' conceptions of force, it is helpful

to consider the Newtonian view. Warren (1979), in his book

arguing for increased clarity in the presentation of the

concept of force in introductory physics, states the third

law as follows:

Forces result from the interactions of bodies. The

force exerted by body A upon body B is equal in

magnitude, opposite. in direction and in the same

straight line as the force exerted by B upon A.

41

There are at least five ideas important in a careful

consideration of the third law in classical mechanics which

we further elaborate below:

1) a body cannot experience a force in isolation. There

cannot be a force on a body A without a second body B to

exert the force.

2) Closely related to the above point is the fact that A

cannot exert a force in isolation. A cannot exert a force

unless there is another body B to exert a force on A. We

then say that A and E are interacting. (Thus, for example,

it is incorrect to say that an astronaut punching empty

space with his fist is exerting a force since there is

nothing exerting a force back against his fist.) The

attractive or repulsive force between two bodies arises as a

result of the action of the two bodies on each other because

they are either in contact or experience between them a

force acting at a distance. 2

3) At all moments of time the force A exerts on B is of

exactly the same magnitude as the force B exerts on A.

4) An important implication of the above point is that

neither force precedes the other force. Even though one

body might be more "active" than the other body and thus

might seem to initiate the interaction (e.g. a bowling ball

striking a pin), the force body A exerts on budy B is always

simultaneous with the force B exerts on A.

5) In the interaction of A with B, the force A exerts on B

is in a direction exactly opposite to the direction of the

force which B exerts on A.

n
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Thus, the third law can be seen to be much more involved

than is implied by the simple epigrammatic version "Ior

every action there is an equal and opposite reaction."

Force as an innate or acquired property. The concept

of force as embodied in the third law and developed above

does not seem to be the naive conception of force which most

high school students hold. Minstrell and Stimpson (1986)

have proposed that in addition to viewing forces as pushes

or pulls, students treat force as a property of objects. We

have also observed such student reasoning (e.g. Brown and

Clement, 1987, Brown, 1987). In this view single objects

"have" force as a result of qualities of the object which

would make it seem "force-full."

Minstrell and Stimpson list such factors as an object's

weight, motion, activity, or strength as important to

students in determining an object's force. These factors

fit well with Maloney's (1984) data. A student holding this

view would consider a heavy, fast-moving, strong football

player to have a great deal of "force-fullness" (our term)

and would be able to exert more force on other people or

objects "having" less force than they would be able to exert

back. This is in direct contrast to the Newtonian concept

in which a force does not exist except as arising from the

interaction of two objects, the forcos on each object being

equivalent in magnitude.

This type of reasoning is illustrated by the following

student reaction to the steel blocks problem. In this

problem, a 200 pound steel block (block A) rests on top of a

40 pound steel block (block B), and the student is asked to

compare the force A exerts on B with the force B exerts on
A. The student expressed a belief that since the heavier

block "had" more force, not only would it exert a greater

force, it would push the lighter block into the ground.

100

S: ...I think it (the 40 pound block B] exerts a force up,

but I don't think it exerts enuugh to stop A (the 200

pound upper block] from pushing B into the ground. See,

it just makes the thing slower. So say B only weighed

one pound, then A would have 199 pounds more than B

would, and so it would lush it into the ground faster...

(Brown and Clement, 1987, p. 18)

The data in this study are certainly cons;qtent3 with

the view that many students adopt a concept of force as,an

innate or acquired property of objects rather than as

arising from at interaction between two objects. Six

problems in particular on the diagnostic would tend to draw

out this conception of force. In each of these problems,

there is u relatively unambiguous object which is stronger,

faster, heavier, more acting as an agent of causation than

the other object, or some combination of the above.4

Students with a concept of force as an innate or acquired

property of objects would be expected to answer that the

heavier, faster, etc., object (the object which "has" more

force) would exert the greater force, while the other object

would exert either a lesser force or no force at all.

As an example consider the bowler problem in which the

student is wilted to compare the force a 16 pound bowling

bell exerts on a 4 pound pin when the ball strikes the pin.

In this case the student might consider the bowling ball to

be clearly more "force-full" because it is moving, it is

heavier, and it is more able to cause damage than the pin.

The two answers (of the five possible incorrect answers)

consistent with this view of force are that the bowling ball

exerts a greater force than the pin or that the ball exerts

a force while the pin exerts nc force at all.

Table 5 shows the overall percentage of students giving

answers consistent with this view of force for these six

problems. Table 6 shows what percentage of incorrect

1 0 1



Table 5 answers these particular incorrect answers represent. Thus,

for example, table 5 shows that on the pre-test 61% of the

PERCENTAGE OF ANSWERS CONSISTENT WITH students gave answers for the stock cars problem which were

A CONCEPT OF FORCE AS AN INNATE PROPERTY OF OBJECTS consistent with thc view of force as an innate or acquired

(SCHOOL A: n 23) property, and table, 6 shows that these particular incorrect

answers represent 70% of all incorrect answers fur this

problem. On both the pre-test and the post-test, of the

rtudents answering incorrectly, in 911 cases the answers

consistent with a concept of force as a property represented

over 50% of the incorrect answers and for most problems was

a much higher percentage.

Particularly striking are the results of the bowler

problem. In this problem, students might tend to think the

bowling ball "has" more force than the pin since it is both

heavier and it is moving. This would translate into

answering that the bowling ball exerts a greater force than

the pin, which exerts a lesser force or no force at all.

All incorrect answers for these students were of this type

for this problem both the pre-test and the post-test.

Table 6 Thus the data are consistent with the hypothesis that the

great majority of students have a conception of force as a

PERCENTAGE OF INCORRECT ANSWERS CONSISTENT WITH property of objects as the great majority gave answers

A CONCEPT OF FORCE AS AN INNATL PROPERTY OF OBJECTS consistent with this conception. Further, traditional

(SCHOOL A: e 23) instruction seems to have had a disappointingly low impact

on this conception for these students.

Consequences of the view of force as a property.

Heller and Reif (1984) present a study indicating what

student performance could be if, among other things, they

had a concept of force as an interaction between two

objects. In this study, Heller and Reif compared probleu

solving performance under two different conditions, one of

which (the model condition) expl'.itly guided students to

view the forces in the problems as arising from the

interaction of objects. Subjects guided by the model

answered the quantitative problems correctly 90% of the time

Pretest Posttest

Stock Curs 61% 57%

Stationary Boxes 52 52

Office Chairs B 83 52

Steel Blocks 78 43

Bowler 100 95

Pulling Block A 57 55

Pretest Posttest

Stock Cars 70% 77%

Stationary Boxes 57 74

Office Chairs B 91 91

Steel Blocks 94 83

Bowler 100 100

Pulling Block A 81 86

9
1"3
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versus only 20Z of the time for the control group,

indicating that a conception of force as an interaction

would aid problem solving if internalized by students.

Since the concept of force as an interaction between

two objects is at the heart of the third law, it seems from

these considerations that A careful and extended treatment

of Newton's third law (also known as the law of action and

reaction) may be quite -'.ant in an introductory physics

course. If students act, 4 a deep understanding of the

third law, they might be much less apt to have difficulty

with both quantitative problems (as demonstrated by the

Heller and Reif study) and qualitative problems such as

those drawing out the "impetus" misconception (cf.

McCloskey 1983) in which force is viewed as a property of a

moving object causing it to move with constant velocity.

A simple solution? A possible solution to students'

difficulties with the concept of force as an innate or

acquired property of objects is to simply re-label their

naive concept of force by calling it, for example,

"momentuw" or "kinetic energy" since both of these can be

properties of an object and both do depend on the object's

mass and speed. But this is not a satisfactory solution for

at least two reasons: 1) momentum or kinetic energy do not

cause motion (as students view force causing motion), they

are simply properties of a moving object arising as a result

of the motion of that object, and 2) momentum and kinetic

energy vary with the frame of reference. If a student were

to simply re-label his conception of force to be, for

example, momentum, hQ might well ask how an object could

havd a lot of force (or strength or forcefulness) in one

frame of reference and none from another perspective.

Conceptual change necessary. For the above reasons,

re-labeling the student's naive concept of force is not

a satisfactory solution to the problem of the naive view of

force as a property and may lead to even greater confusion

(how many times have students used the words "the force of

momentum" in a physics class?). What is necessary is a

modification of the concept itself. This modified

conception of force should involve a deep ..Iderstanding

(rather than a mere memorization) of the third law, that is,

a concept of force as an interaction between two objects

rather than as an innate or acquired property of objects.

Conclusion

The results of this study indicate that high school

students enter physics classes with preconceptions in the

areas of Newton's third law. Evidence from a post-course

test indicates that there preconceptions are persiste_c and

difficult to overcome with traditional instructional

techniques. The data from this study are consistent with

the hypothesis that the persistence of preconceptions

concerning the third law may result from students' general

naive view of force as a property of single objects rather

than as a relation between objects.

We have argued that the consequ,:xes of such a view of

force extend well beyond problems explicitly treating the

third law to all problems, both quantitative and

qualitative, which deal with forces. This suggests that

ideas concerning the third law, which makes explicit the

relational quality of forces, may play a more important role

than is ordinarily granted in teaching. Helping students

develop a matdre conception of force will undoubtedly

involve an extended and multipronged approach, but we submit

that innovative strategies for teaching the third law should

comprise a significant part of the unit on forces and

Newten'e laws rather than receiving the cursory treatment

which it has usually been afforded.
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Notes

1) We are currently expanding the data base for this study

and additional data should be available in the fall of

1987.

2) Of course even "contact" forces are considered

electromagnetic forces acting at a distance on the atomic

or molecular level. However, on the macroscopic level,

the distinction between "contact forces" and "forces at a

distance" provid,:s a helpful dichotomy.

3) It is of course impossible to attribute a particular type

of reasoning to students without clinical interview data

simply based on students' choices on a multiple choice

diagnostic. However, in preliminary clinical interviews

and in prior studies (e.g. Brown and Clement, 1987),

students have often been observed to maintain that the

greater force in an interaction is due to one object's

"having" more force. In particular, in collision

problems students have been observed to maintain that a

moving object has more force prior to a collision with a

stationary object of the same weight and thus exerts the

greater force during the collision.

4) Maloney (1984) describes a study designed to explore

which of several of these factors are most important in

determining students' answers to prob.ems such as the

pulling blocks problems. In particular he examines

whether students view the mass of an object or whether

the object acts as an agent of causation as more

important in determining their answer to the question of

which object exerts the greater force. In PULLING BLOCKS

A presented here, block A is both heavier as well as

being the agent of causation in the interaction, pulling

block B to the left, whereas in PULLING BLOCKS B, A is

heavier but it is not the agent of causation. Because of

11'6

this conflict of influences in PULLING BLOCKS B, data is

presented here only for PULLING BLOCKS A.

5) Problem described in Maloney (1984).

A special note of thanks to David Palmer and Jill

Shimabukuro for their assistance in data analysis.
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Appendix

This appendix contains the questions asked on the

diagnostic. The are divided into two main categories:

those questions which can be answered with a knowledge of

Newton's third law, and those concerning friction. For all

of the questions, students were asked to indicate their

confidence using the scale below.

0 1 2 3

Just a Not very Fairly I'm sure

blind guess confident confident I'm right

Third Law Questions

Six answer format questions. The third law questions

are divided into two categories. In the first category are

those questions which used a fomat of six choices for the

possible anr- rs. These questions asked the student to

consider the possible existence and relative magnitude of

two forces from two different objects. For all of these

problems except one the correct answer is choice number

three, that both objects exert (or feel) a force and these

forces are equal in magnitude. The one problem for which

thin is not the correct answer is the three boxes problem.

For this problem the correct answer is that the lowest block

(block C) exerts the greater force. The six possible

choices were:

1) Both exert (or feel) a force, but the first exerts (or

feels) a greater force.

2) Both exert or feel) a force, but the second exerts (or

feels) a greater force.

3) Both exert (or feel) a force, and these forces are of
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equal size.

4) Only the first exerts (or feels) a force.

5) Only the second exerts (or feels) a force.

6) Neither exerts (or feels) a force.

STOCK CARS

At a demolition derby, one stock car weighing 2000 lbs. runs

head-on at 20 MPH into another identical stock car which is

standing still. [The question then asks the student to

compare the force experienced by each cr.r.]

STATIONARY BOXES

A warehouse worker is strong enough to slide a large box A

up against a smaller box B. He then tries to move both

boxes at once as shown in the picture, but he is not strong

enough and nothing moves. Think about whether A exerts a

force on B and whether B exerts a force on A while he is

pushing but unable to move them.
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OFFICE CHAIRS B

Two students who both weigh 120 lbs. sit in identical

rolling office chairs facing each other. Student A places

his bare feet on student B's knees, as shown below. Think

about whether A exerts a force on B and whether B exerts a

force on A when A kicks outward.

A

MOSQUITO

On a day with no wind,

a mosquito lands on

top of the Washington

Monument. Think about

whether the mosquito

exerts a force on the

monument and whether

the monument exerts a

force on the mosquito

while it is resting

there.
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B

STEEL BLOCKS

A large steel block weighing 200 lbs. rests on a small steel

block weighing 40 lbs. as shown below. Think about whether

A exerts a force on B and whether B exerts a force on A.

BOWLER

A bowling ball weighing 16 lbs. hits a bowling pin

weighing 4 lbs. [The question asks the student to compare

the force the ball exerts on the pin with the force the pin

exerts on the ball.]

HANDSPRINGS

As shown in the diagram below, you are holding two springs,

a strong, stiff one and a weak, soft one, between your

hands. You move your hands a few inches closer together,

compressing the springs a bit against each other. Wheu you

hold your hands still in this position with the springs

somewhat compressed, which of the following choices is true?

[The question asks the student to compare the force the left

hand feels with the force the right hand feels.]

STRONG WEAK

ke IVA
LEFT \RIGHT

NAND HAND lit
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THREE BOXES

Three boxes are stacked on top of each other with the

lightest on the bottom and the heaviest on the top. Think

about whether the top and bottom blocks A and C exert a

force on the middle block B. [This question concerns a

non-example situation in that the forces to be compered are

not equal. The correct answer is that block C exerts the

greater force.)

B

C

Questions using a different format. The following

questions, which can also be answered with a knowledge of

Newton's third law, were asked in a format different from

the six answer format above. Since there is not a standard

format for the choices for these questions, the actual

choices are presented with each problem.

LAMP

Jim buys a new floor lamp and leaves it standing in the

corner of his room. Which of the following do you think is

true?

1) The floor exerts an upward force on the floor lamp.

2) The floor does not exert an upward force on the floor

lamp.
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OFFICE CHAIRS A

Two students who both weigh 120 lbs. sit in identical

rolling office chairs facing each other. Student A places

his bare feet on student B's knees, as shown below. When

student A kicks outward, B moves to the right. What happens

to A? [See the diagram above for office chairs B)

1) A moves left ((----)

2) A moves right (---->)

3) I, remains motionless

MAGNETS

Two magnets are securely fastened to opposite sides of a

cart, and aligned so as to repel each other, as shown in the

diagram. The cart is sturdy so the repulsion between the

magnets cannot break the cart sides. If one magnet is much

stronger than the other, and we place the magnets as shown

in the diagram so that they push away from each other, what

will happen to the cart?

1) It will move left ( < - - - -)

2) It will move right (---->)

3) It will remain motionless
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PULLING BLOCKS A 5

Two blocks are hooked together and pulled by a rope on a

horizontal surface. The rope pulls the blocks so that they

accelerate at a constant rate. Think about whether one

block, A or B, is exerting a larger force on the other

block, or whether the forces they exert on each other are

equal. Which one below is true?

A

2803
135j

1) A exerts a larger force

2) B exerts a larger force

3) The forces are equal

PULLING BLOCKS B 5

In the next case below two different blocks are being

accelerated to the right. Which one below is true?

A

215-
1153 Z=C1:13:3

1) A exerts a larger force

2) B exerts a larger force

3) The forces are equal

;4
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Friction Questions

The following questions all concern friction. Although

tt,-7 cannot be answered simply with a knowledge of Newton's

third law, they do deal with the directional aspect of force

and are thus informative in a discussion of students'

misconceptions of the third law. Again, because the types

of answers are not standardized, the actual choices are

included with the problems.

SUITCASE

A suitcase slides from a ramp onto the steel floor of the

baggage area at an airport. While it is still sliding on

the floor, which one of the following sentences explains why

the suitcase stops?

I) The floor pulls down on the suitcase, causing it to stop.

2) There is a frictional resistance to the motion of the

suitcase, but it is not in any particular direction.

3) The floor does not exert a force on the suitcase which

affects its motion, but the weight of the suitcase pushes

down against the floor.

4) The floor exerts a force on the suitcase in the direction

opposite to the suitcase's motion causing it to stop.

5) Other (explain).
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CRATE A

A man tries to push a crate

weighing 400 lbs, but he cannot

move it. While he is pushing to

the right, is friction one of the

forces acting on the crate in

this situation?

1) YES

2) NO

CRATE B

If you said YES above, which is larger, the force of the man

pushing, or the force of friction on the crate?

A) The friction force is larger

B) The force of the man pushing is larger

C) These forces are the same size

If you said NO above, think about whether the block exerts a

force on the man while he is pushing.

D) The block exerts a force on the man

E) The block does not exert a force on the man, it's just in

the way.

F) The block exerts a force on the man that :s equal to his

pushing force.

G) The block exerts a force on the man that is larger than

his pushing force.

H) The block exerts a force on the man that is smaller than

his pushing force.

1 1 6

BOOK PILE

Twenty large books are

stacked in a pile in

Roger's garage, and

Roger wants to read

the black one in the

middle. He tries to

pull it horizontally

out of the pile

without taking the

books above it off,

but can't move it.

This is primarily

because:

1) There is a frictional force exerted in a downward

direction on the book from the one above it.

2) There are frictional forces acting horizontally on the

book.

3) The book's inertia opposes Roger's pulling force.

4) Gravity pulls down on the book

5) Roger exerts the only farce on the book, but the book is

trapped because of the number of books on top of it.

6) Other (explain).
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Introduction

In recent years several studies concerning students

misconceptions in physics have been carried out with

students enrolled in introductory physics courses at the

Federal University of Rio Grande do Sul (UFRGS), Brazil.

These studies have been done or advised by a group of

physics professors -- known as the physics educatio:4 group
-- of Department of Physics of this University. This

group has been working for the improvement of physics

education both at local and regional levels since 1967;

research in physics education, although in small scale and

with quite limited resources, also began in 1967 at UFRGS.

Many reasons could be identified as important stimuli

to lead the group to perform research studies related to
students conceptions and alternative conceptions -- or

misconceptions as they are usually called -- in physics. Of

course, there is an international trend in this direction,

* Work partially supported by the following Brazilian

agencies s CNPq, CAPES, and FINEP.

**Presently a Visiting Fellow at Cornell University,

Department of Education, Ithaca, N.Y. 14853.
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but, certainly, one of the most relevant reasons to do this

kind of research is that concepts and their relationships

play an essential role in a science such as physics.

Emphasis on the importance of concepts in the process of

learning is shared by authors such as Gowin (1981) by

claiming that "people think with concepts", Gagne (1977,

p.185) in pointing out that "the acquisition of concepts is

what makes learning possible", and Ausubel et al. (1978,

p.88) by saying that "anyone who pauses long enough to give

the problem some serious thought cannot escape the

conclusion that we live in world of concepts rather than in

world of objects, events, and situations". On the other

hand, in the light of Ausubel's theory the most important

single factor affecting students' learning is their existing

knowledge prior to instruction. In this view, learning

(conceptual change in learner's cognitive structure)

involves the interaction of new knowledge with existing

knowledge (conceptions and alternative conceptions).

This paper summarizes the research findings concerning

students misconceptions already done at UFRGS. As it wsil be

reported, these findings tend to show that the targe':

population holds the same kinds of alternative conceptions

held by similar student populations in other countries. This

fact may be interpreted as additional evidence of external

validity for research results previously found by other

people in the area of misconceptions :rs physics, and this is

the major value claimed by the authors for this paper.

At present, research studies in this area continue to

be performed and are being extended to neighboring

universities. Furthermore, they are progressing toward the

development of educative materials and teaching strategies

for a particular student population, using their previously

identified knowledge basis.
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The studies

Alternative conceptions in electricity among college

students have been investigated by Dominguez and Moreira

(1985, 1986, 1587). The subjects of their study were

twenty-six engineering students enrolled in an introductory

electromagnetism course at UFRGS, in 1984. Clinical

interviews were used to detect alternative conceptions held

by the students concerning the concepts of electric field,

electric current intensity, electric potential, and electric

potential difference in simple electric circuits. In

addition, the work examined the permanence of these

alternative conceptions after instruction. The results

showed that the clinical interviews proved to be a very

useful technique for identifying certain students'

alternative conceptions and that, in general, these existing

conceptions remained almost unaltered after instruction

(Moreira and Dominguez, 1987). Prior to instruction, most of

students responses suggested the following misconceptions :

a)Electric Field: students do not consider electric

field as a vector, confuse it with electric force, and

believe that it is some kind of finite atmosphere

surrounding an electric charge (Dominguez and Moreira,

1987).

b)Electric Current Intensity: students consider that a

constant current "leaves" the terminal (either positive or

negative) of a battery independent of the resistors existing

in the circuit: it depends only on the battery. They also

consider that this current is consumed or transformed into

energy , in a series circuit, by every circuit component it

finds on its way". The electric current, thus, is not

conserved, part of it is used or transformed 'arch time it

"crosses" a component. The 'clashing currents" model

(Shipstone, 1984), according to which the electric current

leaves both terminals of a battery and is consumed within

circuit elements, was also detected in at least one student

(Moreira and Dominguez, 1986).

c)Electric Potential Difference: students emphasize

electric current rather than electric potential difference

in analysing simple electric circuits; they mix up electric

potential difference and electric current, or consider that

electric potential difference is a consequence of electric

current and not its cause (Moreira and Dominguez, 1986).

d)Electric Potential: not a single student evoked a

meaningful conception or alternative conception concerning

this concept. It seems that prior to instruction students do

not assign even functional meanings to this concept

(Dominguez and Moreira, 1986).

After instruction , only five out of seventeen students

changed their conceptual understanding meaningfully from

existing alternative conceptions to scientific conc^pts.

There was therefore a poor progress of the students in

learning scientific concepts.

Another investigation (Silva, 1986; Silva and Moreira,

1986, 1987) carried out with nineteen physics and chemistry

students was concerned primarily with the identification of

students' alternative conceptions of temperature, heat, and

internal energy before and after instruction. Data obtained

from interviews made it possible to detect and organize

categories of conceptions of temperature and heat, such as "

the concepts of temperature and heat were confused", and

"temperature is the amount of heat a body contains". The

results also showed that some students' existing alternative

conceptions tended to remain the same after they had been
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56 exposed to instruction on these subjects, e.g., "heat is a

substance which can be stored within a body". On the other

hand, most students had no single conception of internal

energy, even after instruction.

Analysing data gathered from several thousands of

students' answers to some multiple- choice items of the

physics entrance examination of UFRGS during five years, Axt

(1986) identified the existence of spontaneous conceptual

structures, a kind of alternative "laws" of motion, which

conflict with the formal Newton's laws of motion. Students'

responses were found to offer evidence of most of the usual

alternative conceptions in this area of physics, which were

already widely reported (e.g., Gilbert and Watts, 1983), and

can be summarized as follows :

a)If a body is moving there is a force acting on it in
the direction of movement.

b)Constant motion requires a constant force.

c)If a body is not moving, there is no force acting on
it.

A test having 15 multiple-choice items on physics was

designed by Silveira et al.(1986) to detect whether or not a
student possesses the Newtonian conceptions of force and
motion. The five options provided for each item contained

the scientific conception (correct option) and some known or

suspected alternative conception. This test was administered
to different groups of undergraduate students. Their scores

were analysed by means of statistical tests in order to

gather evidences of validity for this instrument. Data

offered evidence of predominance of alternative conceptions

among students. This study also involved an experiment

carried out with 68 enginnering students distributed in two
sections. Those students were taught by being first

presented to alternative conceptions as if they were
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scientifically accepted, then inconsistencies were

progressively introduced to pave the way for the

introduction of scientific conceptions. The aforementioned

test was administered to both groups before and after

instruction. Statistical analysis of data gathered at this

time indicated that the score differences between posttest
and pretest were statistically significant for the treatment

group, which offered evidence of students' conceptual
change.

A similar test is being developed to detect whether or
not students have the notion of conservation of electric
current. The point in constructing and validating paper and
pencil tests to detect whether or not a student has a

certain conception is that they might be used in classroom

situations. So far, the best instrument to investigate

students' previous knowledge, including conceptions and
misconceptions, is the clinical interview; however, it is
not adequate for classroom purposes since it is time
consuming and requires expertise. But research data gathered

through clinical interviews can be used as a basis for
constructing bests which can be easily administered and

evaluated. This ie exactly what is being attempted at UFRGS
with the development of these tests. Nevertheless, besides
tests, concept mapping is also being tried as a possible
strategy to detect and to deal with misconceptions (Moreira,
1987).

In addition to the development of instruments to detect
alternative conceptions, new studies are being currently

performed using clinical interviews in order to identify

misconceptions in other areas of physics, as well as to
gather adequate information to prepare thstructional

materials and teaching strategies which take into account

specifically relevant aspects of students' prior knowledge.

One of these studies is being carried out to
investigate students' understanding of optics, particularly
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conceptions related to reflection, refraction, interference,

and diffraction. Preliminary data suggest, again, that

students' conceptions and alternative conceptions are almost

the same before and after instruction (Belle and Buchweitz,

1987). Another research (Gravina, 1987) already started (the

pilot study was conducted last semester) in order to

identify additional alternative conceptions in electricity

and to test educative materials and teaching strategies

specially designed to effect conceptual change from

alternative to scientific conceptions, using student's prior

knowledge as starting point.

Conclusion

This paper summarizes results of research studies

carried out at UFRGS to investigate students conceptions and

misconceptions -- or alternative conceptions -- in physics.

As it was said at the beginning, one of the basic

reasons to do this kind of research is that students

previous conceptions and misconceptions play a crucial role

in subsequent learning. According to Ausubel's theory, for

example, the most important single factor influencing

students' learning is their existing prior knowledge. In the

light of this theory, meaningful learning involves the

i.nteraction of new knowledge with existing knowledge

(contextually accepted conceptions as well as alternative

conceptions). To Ausubel, subordinate meaningful learning,

or the so-celled assimilation principle, is a process in

which a new concept or proposition (a subsumer) is

assimilated under a more inclusive concept or idea already

existing it the cognitive structure. The product of such

interaction is Asa'. The use of superscripts in this

interactional product suggests that not only the new

information a but also the existing subsumer A are

modified in the assimilation process. However, when the new

information is perceived as a mere example, as just another

instance, of the subsumer it changes very little. This is

called derivative subsumption. On the other hand, when the

new information is perceived as some sort of extension of

the subsumer, as related buc not implicit in it, the process

is called correlative subsumption and implies a more

substantial modification of the subsumer.

Ausubel suggests that 3imilation probably

facilitates retention, and in order to explain how new

information recently acquired can be recalled separately

from the anchoring idea he proposes that during a certain

period of time the interactional product A'a' is

dissociable, that is :

Asa' a A' 4- a'

However, immediately after assimilation a second

process -- which he calls obliterative subsumption -- starts

: new information becomes spontaneous and progressively less

dissociable from their anchoring ideas until they are no

longer reproducible as individual entities. That is, the

dissociaLility of A'a' decreases until it is reduced just

to A' ,i.e., the modified subsumer.
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Differently from meaningful learning, rote learning is

defined as a process in which new information is arbitrarily

and literally stored in cognitive structure with no

interaction with existing subsumers.

These highlights of Ausubel's theory provide a

framework for a possible interpretation of the results

reported in this paper. This interpretation is presented

her* as a concluding remark :

When a misconception serves as subsumer for new

learning, the final result of the process is the modified

misconception, i.e., the misconception with some additional

meanings. Nevertheless, since this modification might be

quite small, this result in some cases is almost the

original misconception. This would explain the stability of

misconceptions found in the studies referred in this paper.

On the other hand, when students do not have subsumers

to link the new concept or proposition, or do not perceive

any relation between the existing subsumers (misconceptions

or not) and the new information, they will rote learn this

information assigning no meaning to it. This hypothesis

would explain why concepts like electric potential and

internal energy did not seen to have even functional

meanings for the students who were the subjects of studies

referred in this paper.

Of course, this is just a preliminary attempt of

interpreting research findings on misconceptions in the

light of Aueubel'a theory. A more complete interpretation is

being currently attempted by the authors.
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"HIGH SCHOOL STUDENTS' I:JEAS ABOUT ENERGY OF CHEMICAL REACTIONS"

Cachapuz, A.F. and Martins, I.P.

University of Aveiro, Portugal

1 - INTRODUCTION

This study describes an investigation of misconceptions held

by Portuguese secondary students about the processes of energy changes

associated with a chemical reaction.

In Portugal, the topic of chemical reactions is formally

introduced in grade 8 (age 14). At this level the idea of chemical

change is simply equated in terms of the separation/reorganization of

atoms with no mention of the nature of the chemical bonds involved as

this is only elaborated in grade 10; notions of exothermic/endothermic

processes are introduced in the usual manner (heat given ..ut/heat taken

in). In grade 11 (age 17) the above aspects are refined and energy

changes are now explained in terms of a formal moth.' involving the ideas

w bond breaking/bone 'prming and associated enthalpy changes. At this

stage students become familiar with the notion of internal energy.

An important type of changes which are studied in the

chemistry course are spontaneous endothermic reactions. These have been

recognized to be conceptually difficult for secondary students

(Johnstone et al. 1977). Part of the trouble probably derives from an

inadequate analogy with mechanical systems (e.g. fall of bodies) where

spontareity is usually related with energy being evolved. However,

little is known about students'misconceptions in this domain.

Until grade 11, Portuguese students are not formally taught

the relationship between tne processes of energy changes (energetic
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component) and the way the reaction takes place (structural component).

Also, the topic of energy, namelly the principle of energy conservation,

is only introduced in grade 9 in the physics course and with no links

with the chemistry course, although the teacher in both courses is the

same. Thus for beginning chemistry students (grades 8 and 9) one may

reasonably predict the two above aspects interfering with proper

learning. Further, inadequate representations elaborated in this domain

in the earlier years may later become barriers to conceptual change as

suggezted by research on students' misconceptions in other content areas

(see Driver and Erickson, 1983; Gilbert and Watts, 1983, for reviews).

It follows that this is an important domain of enquiry.

2 - RESEARCH QUESTIONS

The study aims to investigate the following questions:

a) What conceptions are used by Portuguese secondary students

to explain the energy changes associated with a spontaneous

endothermic reaction, in particular: (1) whether structural

and energetic aspects are articulated; :ii) how the

principle of conservation of energy is used.

b) How different these conceptions differ between students

from different grades?

c) Which possible reasons lie behind existing misconceptions?
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3 METHOD

A) The sample (N = 30) was formed by two instructional groups:

15 subjects from grade 9 (average age 15; 10 males) and 15 subjects from

grade 11 (average age 17; 15 males). Subjects were randomly selected

from an initial group of volunteers drawn from mix ability classes of a

high school located in an urban area of Portugal. In each sub-group

students had been exposed to the same chemistry course and also had the

same teacher. All had already been taught the principle of conservation

of energy.

B) The experimental task consisted in dissolving NH,C1 (10g)

in H2O (50 cm3)*. The average temperature fall was -12.9°C. All NH,C1

was dissolved. The reaction took place in a 100 cm3 insulated container

(with thermometer and stirrer) so that thermal energy trah4fer with the

environment was minimized. This design was intended to promote cognitive

conflict involving the idea of energy conservation.

C) Students were interviewed individud during the summer of

1984. No time limit was set and the average time spent with each stuaent

was 40 min. Tipically the experiment was first demonstrated by the

researcher. Subjects were then requested first to describe and then to

* As it involves deep structural changes with separation of ionic

entities and not simply intermolecular changes (state of aggregation),

this transformation is better acknowlegded as a chemical change (Gil,

1974).

explain what they had observed using a semi-structured interview format. 61

Typical questions were: "What happens to the NH,C1?" or "How do you

explain the temperature fall?". The interviews were tape recorded and

later transcribed in written protocols. These ware subsequently analysed

to extract students' ideas following closely the method proposed by

Erickson (1979). Ideas were organized under two content oriented

categories: structural component category and energetic component

category.

4 - RESULTS

Results obtained for each content category are presented

first. Tentative relationships between the two content categories are

then analysed.

4.1 - Structural component

Five basic ideas were used by students to explain the way the

reaction took place (Table 1). The overall results may be rationalized

in :.--ms of a model of chemical change involving the attibute of the

permanent nature of substance (Meheut et al. 1983). As the three last

ideas closely correspond to misconceptions already referred to in the

litterature though in other contexts (see Andersson, 1986 for a review)

only details concerning the first two will be dealt with in the

following sections.

1 1.
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Table 1 - Ideas used to explain the chemical change
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Serial interaction

T!.e processes of bond breaking/bond forming are not

simultaneous, rather they take place one after the other. Firstly, the

reactants are broken down into smaller structural units so that the

initial substances ceasses to exist; secondly, new chemical species are

formed:

Manuel (grade 11): "When water reacts with ammonium chloride

both reactants are broken down into particles... then they combine to

form new species."

There is no distinction between the nature of the structural

units of the two reactants (NH,C1 "molecules"). H2O molecules would also

suffer intramolecular ruptures:

Rui (grade 11): "Maybe the molecules of amonium chloride all

split apart... the bonds of both (the reactants)are broken down and then

maybe the atoms coming from the water are gatherea together with those

coming from the ammonium chloride."

In spite of the erroneous character of these explanations,

serial interaction is the concept which is closest to the acceptable

answer according to the teachers point of view.

Principal reactant

The,e is an interaction between the two ^eactants but



structural changes onl, take place in NIICl; the water remains unchanged understansiing of the chemical change. No one conception is acceptable

and only plays a passive role: according to academic standards.

Jose (grade 11): "The bonds in the ammonium cWoride are

broken down and the water doesn't experience any change."

It is not clear whether the fragments formed are NII:/C1 ions

or other entities: fi

... it's (the salt) breaking into smaller

particles..." The notion of a principal reactant may presuppose that

changes at microscopic level would only occur where changes are observed

at macroscopic level, a view reflecting a perceptually guided model of

chemical change. Thus it is highly predictable for heterogeneous systems

in which one of the reactants is not directly perceived (combustions) or

remains apparently unchanged (this study). Such a misconception is

probably reinforced by language habits: textbooks often mention "the

reaction of... with...", instead of "the reaction between... and...".

Also relative order of the reactants represented in the reaction

equation may be influential (the "principal reactant" would be the one

written in the first place).

To sum up, the configuration of the results doesn't reveal

any major differences between the two instructional groups thus

suggesting the persistence of earlier misconceptions despite formal

instruction. Ideas of chemical change involving some sort of interaction

between the reactants seem to be difficult (30% of subjects) and over

70% of the students are probably gelded by perceptual features 'r tneir

1 2 7

4.2 ENERGETIC COMPONENT

For the students, four conceptions were used to explain the

processes of energy changes (Table 2). These conceptions may be

organized under two categories according to whether students did equate

energy changes as the result of a process involving both reactants and

products (bilateral process) or simply the reactants or the products

(unilateral process).

Table 2: Ideas used to explain energy changes

Ideas Main feature: N(grades 9+11)
%

Sequential sequence model 0 + 2 = 2

6.7%
transfer

.

Absorption temperature and energy not differenti- 3 + 1 = 4

ated, hence energy was used; no energy
conservation.

13.3%

Dissipation temperature and energy not differenti- 3 + 5 = 8

ated, hence energy was transferred to

somewhere; energy conservation.
26.6%

I-

I can't temperature and energy not differenti- 7 + 4 = 11

explain it ated; the energy is conserved, hence T
should remain constant.

36.7%

Uncodeable 2 + 3 = 5

+ 16.7%

Other

_____ 1 J

1 :4 8
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64 4.2.1 - Energy of the reaction is the result of a bilateral process

Sequential transfer

The energy associated with tne chemical change results from a

two step process: firstly, there is energy absorption (bond breaking of

reactants); secondly, energy is evolved (bond forming of products). The

net effect is endothermic.

Miguel (grade 11): "... the bonds (of reactants) break apart

and there is absorption of energy. Then, the atoms which come from the

water are linked with tnose coming from the ammonium chloride and energy

is evolved... this (energy evolved) is smaller than the energy

absorved... during the reaction there is energy consumption."

Consistently, the two students who used this idea also used a

sequence model in 4.1 (Serial interaction). They do not seem to

appreciate energy transformations (kinetic to potential) at the

molecular level; the process would simply involve a transfer of the

energy existing between the water molecules, "non-bonding" energy, to

the bonds. The temperature of the water would depend on the amount of

"non-bonding" energy and that would explain the temperature fall:

Miguel (grade 11): "There is energy scattered between the

water molecules and it was absorved by the new bonds formed... I think

that's it. The temperature is... how can i put it? Let us say, it

results from the energy not used in the bonds. But the total energy

inside (the container) is always the same".

For these students conservation of energy involves the balance

of two terms, each corresponding to the same form of energy though

functionally different. "Non-bonding" energy seems to have the status of

a material substance and its not excluded that the concepts of

temperature and energy were not fully differentiated.

4.2.2 - Energy of the reaction is the result of a unilateral process

In this case the idea of a net effect was absent. A common

trait to all answers was to identify temperature with energy (heat

energy) a common misconception for junior and secondary students

(Erickson, 1979; Tiberghien, 1984). Such a misconception facilitated

cognitive conflict between ideas of energy conservation and the

observation of the temperature fall. Each of the three conceptions

belonging to this category corresponds to a different way used by the

students of solving such a conflict. An important influence of

perceptual aspects of the task on the students' views should not be

excluded. They should, therefore, be regarded as tentative explanations.

Absorption

The energy decrea,es inside the container because of the

temperature fall. Thus it was used during the process, probably absorved

by one or Soth the reactants:

Isabel (grade 9):

(stLdent, S) ".. some energy wa: used.



(interviewer, I): Why?

S : The temperature decreases!

I : How was the energy used?

S : Well. the container is insulated and energy can't get

through it, thus maybe the substance, that substance (ammonium

chloride), kept the energy."

These students achieved cognitive reconciliation assuming that

energy which is "absorved" doesn't matter when considering energy

conservation. With a non-insulated system they would probably use the

conception which is presented below.

Dissipation

As the temperature decreases the energy decreases hence

energy is transferred to somewhere outside the solution. Two basic ways

were suggested for such an energy transfer:

(i) energy occupies the small space existing between the cover

of the container and the solution:

Neto (grade 9): "... The energy comes out (of the solution) to

that small space... to that area (under the cover)... energy must have

been released because the temperature is like that (decreases)".

(ii) The system is not insulated. Hence energy may be

transferred to the environment, which becomes hotter:

141

Carlos (grade 11): "... The temperature (of the water)

decreases because energy was released... the container isn't completely

insulated. It (energy) comes out through these little holes in the cover

(where the thermometer and the stirrer enter)".

The logic of this answer implies that endothermic reactions

may be equated with a temperature increase of the surroundings It also

reveals an inadequate understanding of thermal balance.

I can't explain it

Subjects (.4nsider that energy must be conserved but don't know

how to equate it with the observation of the temperature fall (which is

related with an overall energy decrease). Thus, in this case, the

conceptual conflict was not solved.

Filipe (grade 11): "The energy remains the same inside the

container. It can't come out because it's a thermal insulator... the

temperature should also be the same! I am confused, the temperature

decreases and the energy is constant... I don't see how it works!"

These stunents would probably use a "Dissipation" explanation

in the case of a non-insulated system.

To sum up, similar ideas were generally used by students of

different grades to explain energy changes associated with the reaction.

As for the structural component (4.1) this result suggests that previous

.rowledge was probably an important factor as risconceptions seem to
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have persisted despite formal instruction.

The results also suggest that tne principle of conservation of

energy might have been accepted but not properly understood. Students in

grade 11 weren't able to appreciate the conversion of kinetic to

potential energy at molecular level and to equate temperature in terms

of average kinetic energy of particles. Rather, they have used

conceptually less demanding transfer models. As referred to in the

Introduction, the conservation of energy was introduced in the physics

course. It is not because students are able to properly conceptualize

the conversion of kinetic to potential energy in a physics context

(where it can be directly observed with the help of mechanical systems)

that ideas about energy conversion will be properly used in a chemistry

context where the conversion of one form of energy into another

essentially lies beyond personal experiences and have to be equeed in

terms of internal energy.

difference.

Over 90% of the students did not articulate energy

Teachers should be aware of such a crucial

c.anges

with the way the reaction took place. Students appear to have

conceptualized these two related aspects as two independent bits of

information. In particular: (i) the relation of a net effect of energy

with structural aspects was absent; (ii) only part of the system,

reactants or products, was considered. Except for students using a

sequence model no coherent pattern emerged for ideas used by individual

subjects to c:plain both the structural and the energetic component.

Sequence models were also used by secondary students to mlain how
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electric current flows in a circuit (Shipstone, 1982) and, in our view,

their use is consistent with a limited capacity memory model (Johnstone,

1980). In fact, understanding of energy changes associated with a

chemical reaction implies a hollistic perception of the reacting system

involving the coordination within and between two sub-systems, hence a

high level of information.

memory overload.

5. CONCLUSIONS

Use of a sequence model may be a way to lower

The main goal of science education is to promote concept

learning, for concepts are what we think with. Teachers and curriculum

developers, although generally competent in their subjects may not be

familiar with students' common misconceptions. Improvements in student

learning can be brought about if they are more knowledgeable about the

nature of students' misconceptions and how to plan instruction so as to

promote conceptual change.

The results of this investigation suggest that the top4c of

chemical reactions in secondary chemistry curriculum in Portugal should

be carefully redesigned. First, the timing of introduction of certain

key ideas (e.g. energy conservation) and its coordination between

different subject areas should be under close scrutiny. The process of

transferring new information from one context to another is not

automatic. Such a transfer, if not properly achieved, may lead to

inader,uate conct-itualizations which may persist despite .7::rmal
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instruction. Secondly,

experiments used to

schools. For example,

one has to question the role of some standard

introduce essential ideas of thermodynamics in

widely used non-insulated systems don't seem to be

of great help to promote conceptual change in the misconception

"temperature = energy (heat energy)". Thirdly, the language used to

introduce chemical concepts may be responsible for the

development/reinforcement of inadequate ideas as the meanings

students ascribe to science facts and principles may not coincide with

those intended by the teacher. Moreover, both teacher and student may be

unaware of this (possibly the case of the notic "principal

reactant").

Of tour:' the above proposals are not intended to solve all

the problems raced by students in the understanding of spontaneous

endothermic processes. This will remain a difficult concept to 'aster

until they can appr -iate the direction in which energy char,: take

place. It should be noted that recent proposals have been made to teach

a simplified version of the second principle of thermodynamics even to

14/15 year old students (Sclomon, 1982). We hope that all these

proposals will contribute to a more successfull science teaching

effecti.eness in such an important area of chemistry.
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HOW STUDENT CONCEPTIONS OF THE NATJRE OF CHEMISTRY

AND MATHEMATICS INFLUENCE PROBLEM SOLVING

Carolyn Carter and George Bodner

Purdue University

Department of Chemistry

Students beliefs about the nature of
chemistry and mathematics and abou-
learning and problem solving in these
disciplines establish a psychological
context for problem solvthg. The focus
of this study is the role beliefs serve
in limiting strategy selection during
problem-solving and in determining the
conceptions students form during their
chemistry and mathematics courses.

Our results show evidence that beliefs
influence (1) selection of algorithms;
(2) the degree to which students rely upon
algorithms; (3) willingness to examine
concepts and to attempt alternate
solutions when solving problems; (4)
decisions as to when a problem is solved;
(5) the degree of evaluation (6)
confidence in one's solution; (7)
percaptions of what tasks and problems
are "fair" or solvable; and (8) basic
approaches to learning and studying
chemistry, such as eetermining the
appropriateness of lational or
instrumental approaches.

The Role of Beliefs in Science and Mathematics

Recent research in mathematics education has

examined student beliefs about the nature of

mathematics and learning in mathematics, as well

as the relationship of these beliefs to both

14S

learning and problem solving. Research on the

developmental processes of adults, such as that

by Perry (1968), Buerke (1981), and Belenky,

Clinchy, Goldberger & Tarale (1985) has also

emphasized the importance of epistemology to

learning within disciplines such as mathematics

and science.

This paper will describe the results of two

recently-completed studies of beliefs and how

these studies relate to misconceptions. One study

was an investigation of the relationship between

beliefs and problem solving in general chemistry

(Carter, 1987). The other was a study of math-

anxious individuals in a course designed to help

them overcome their anxiety and become successful

with mathematics by changing their mathematical

beliefs (Yackel and Carter, 1987).

Beliefs

Students have many beliefs about learning in

chemistry and mathematics and about the nature of
problem - solving These beliefs are central to

what our students learn because they "establish

the psychological context" for work in science

and mathematics (Schoenfeld, 1985). Beliefs

determine the nature of the strategies our

students use in studying and learning chemistry

or mathematics, and in solving chemistry or

mathematics problems (Frank, 1985; Carter, 1987).

Schoenfeld (1985), proposed a framework for

problem-solving that incorporates 4 factors:

resources, heuristics, control strategies, and

belief systems. The first category, resources,

contains the individual's knowledge of mathematics

that can be used in the problem, and includes

concepts, intuition, and algorithms. Heuristics

14D
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refer to generalized strategies and techniques,

such as drawing figures, working related problems,

working backwards, trial and error, etc. Control

strategies include meta-cognitive stages or acts

such as planning, monitoring and decision-making.

The fourth, overarching, factor is belief systems,

or the individual's world view of the discipline.

Beliefs determine what knowledge or problem

strategies are seen as relevant in a g::/en

context. Students who use formal knowledge or a

given strategy in one context will not necessarily

use that knowledge or strategy in another context,

because they do not believe it is useful or
applicable.

Many students believe that chemical or

mathematical knowledge is handed down by

authorities and that they are not capable of

understanding or discovering this knowledge.

Thus, if they forget a formula or an algorithm,

they are stuck. They can't derive an equation or

develop a problem-solving strategy on their own.

They must accept the algorithms we present them

at face value, without trying to understand these

ideas or relate them to other ideas. Skemp (1978)

calls such beliefs "instrumental". Students who

have instrumental beliefs view knowledge as a

series of rules without reason. These beliefs

drive the student's approach to learning.

Students who have constructed instrumental
beliefs about mathematics expect that
future classroom mathematics experiences
will fit these beliefs. They intend to
rely on an authority as the source of
knowledge, they expect to solve tasks by
employing formal procedures that have
been explicitly taught, they expect to
identify superficial cues when they read
word problem statements, and so forth.

(Cobb, 1986)
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Types of Beliefs

We found students to have beliefs about the
following:

1. The nature of chemistry or mathematics.
2. Their ability to do chemistry or

mathematics.

3. How (and why) chemistry and mathematics

should be taught.

4. The role of the teacher.

5. The role of the student.

6. How one should study and learn chemistry

or mathematics.

7. How one goes about solving problems.

8. The definition of a problem.
9. Strategies appropriate when solving a

particular problem.

These beliefs influence:

1. The student's selection of algorithms.

2. The decree to which the student relies

upon algorithms.

3. The student's willingness to examine

concepts and attempt alternate solutions

when solving problems.

4. The student's decision as to when a

problem is solved.

5. The degree to which the student evaluates

the solution.

6. The degree to which the student is

confident of the solution.

7. The student's perception of what tasks

and problems are "fair" or solvable.

8. The student's basic approaches to learning

and studying chemistry or mathematics.
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To illustrate the central role of beliefs,

this paper will use excerpts from interviews with

two students (Lynne and C. J.) er. oiled in a

college general chemistry course. These students

were in the mainstream course for science and

engineering majors at Purdue. Lynne and C. J.

are illustrative of two epistemologies and two

approaches to learning chemistry. Although this

paper focuses on individual students the model

for the influence of beliefs drawn from these

individuals is transferable to all students

interviewed. This paper will then use excerpts

from interviews with one student (John) in the

math anxiety study to illustrate that changing

beliefs abou_ the nature of a discipline can

create a psychological context in which students

can learn relationally and begin to overcome their

misconceptions.

111=1111211tlLYILdkr2=dittg411CLEggdagil
Lynne's beliefs about chemistry could be

described as instrumental. To her, chemistry was

many loosely-connected or totally unconnected

rules and procedures. Chemistry, was not a

subject of which she could make sense. Her view

of learning chemistry was one of total reliance

on authorities such as texts and teachers.

L: It's a subject that some things you
aren't too sure about. I mean, no one is
really definite about. You just have to
believe that they're right. And, a lot
of things are really abstract. You just
have to kinda deal with it.

C: How much of it don't you believe in?

L: A lot of it. ... It's like, you
really don't know. You just have to
believe it. There's a lot of things you

just have to believe. Like, half of it,
I would say.

To Lynne, chemistry was not a science or a

' :ay of looking at the world. Instead it was a

subject she learned in school, something she just

had to accept at face value from some remote,

nameless authority.

Lynne was totally dependent on these

authorities when operating in a chemistry context.

When involved in chemistry tasks (but not in non-

chemistry tasks) her transcripts were full of the

word "they." She talked about what "they" wanted

her to do, the strategies "they" wanted her to

use, and what "they" said about learning

chemistry. This remote, externalized

keonfrey, 1984) view of chemistry influenced

what she did when solving problems. For example,

after working unsuccessfully on a problem for a

considerable period of time Lynne described what

made the problem difficult.

There's a lot of variables involved and
it's like they want three different
things. You know, what they could of
done is break it down into three different
problems so you get one answer. When
they ask you a question about that answer
you can keep bringing it down.

When Lynne was asked to break the problem down

into the three steps "they" should have broken it

into, she was shocked at the suggestion. After

she was prodded, she unsuccessfully attempted to

break the problem down into the steps. After

bailing out of the situation she still felt that

"they" should have broken it down for her.

Memorized solutins

Lynne's view of the role of authority in

chemistry meant that she relied heavily upon
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memorized solutions and problem types that she

had to be explicitly taught. She did not feel

capable of solving a chemistry problem based on

her own knowledge and reasoning processes. This

influenced her general approach to solving a

problem.

Write out what they give you. Try and
think of something else that is similar
to the problem that would give you
direction to work in. And think of some
similar examples.

Work like from beginning of the
problem. Work it as far as sentences go,
and parts of sentences. And .sometimes
when you do that some things in the
sentence that come first may not be done
till like in the middie or something. But
you have to read the problem and work it
in bits and pieces.

When presented with a chemistry problem Lynne

would read a phrase and immediately jot down an

equation or try and do a calculation. She did

not try and develop an overall representation

for the problem, or even read the problem

statement in its entirety. he just started

plugging in what she could, p117ase by phrase.

(This is what she believed "they" expected her
to do).

When outside of the chemistry context or on

non-traditional cemistry tasks Lynne ad not

exhibit this extreme reliance on authority. After
qualitatively reasoning through a non-traditional

gac law task she was asked whether she developed

qualitative representations for more traditional
gas-law problems.

No, because in gas laws you have the PV
= nRT. And you dJn't really think about
it. The first thing you gotta do is just
gec the problem done. Oh -- sometimes,
if you want to check your answer and
you're not too confident about it.

i.

Her goal was to get the problem done, not to

understand or learn from the problem-solving

process. She did not even think about developing

a representation, she just had to get an answer.

The only time she used qualitative reasoning was

when she wanted to check her answer. (Checking

her answer was very rare on the interview

problems.)

Received knowledge

While Lynne is what Skemp (1978) would call

an instrumental learner, Belenky, et.al. (1986)

would describe her as being at the epistemological

level of "received knowledge" For "received

knowers" words are central to the know.ng process.

Lynne's knowledge comes from the words of others,

in this case, the authorities who write chemistry

texts and teach chemistry classes. These

authorities are the sources of truth. Belenky,

et, al, would describe Lynne as equating

"receiving, retaining, and returning the words

of authorities with learning." (Or at least

with learning chemistry).

Lyn- was confused and frustrated when asked

to solve problems instead of traditional textbook

exercises. She expected to be explicitly taught

any necessary strategies. She stored material in

her head without trying to assimilate it. It was

simply filed and reproduced on exams and quizzes.

Applying the material or working novel problems

on her owa was unfair. Belenky et,al. (1986)

describe the learning strategies of received

knowers this way:

These women either 'get' an idea right
away or they do not get it at all. They
don't really try to understand the idea.
They have no notion, really, of
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understanding as a process taking place
over time and demanding the exercise of
reason. They do not evaluate the idea.
They collect facts, but do not develop
opinions. Facts are true; opinions don't
count.

Students with instrumental beliefs or in the

position of "received knowledge" such as Lynne

tend to believe that scientific and mathematical

knowledge are absolute. Learning is a process of

internalizing absolute, disconnected bits of

knowledge and procedures along with the greater

surfane cues that allow them to reproduce this

knowledge when asked to do so by an authority.

Deliefs and contextual nroblem solving

Lynne's beliefs constrained the strategies she

could use when solving problems. Problem solving

in chemistry was merely a matter of reproducing

the appropriate patterns that she had been

repeatedly taught. However, she was free to use

creativity and reasoning on problems that were

in non-chemistry contexts, as illustrated by her

performance on the following task:

You are making homemade pizza. You have
1500 g of pizza dough, 105 slices of
pepperoni weighing 300 g, 150 pieceE of
sausage weighing 450 g and 1200 g of
cheese.

How many complete pizzas can you make if
each pizza contains 250 g of dough, 25
slices of pepperoni, 30 pieces of sausage,
and 75 g of cheese?

What will be the total weight of all the
complete pizzas made?

T:.ls task was "concrete" to Lynne. She read the

question and immediately developed a viable

strategy. Even though she became confused at
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times, she was always able to look at her work,

make sense of it, and recover from the confusion.

She knew when she was confused, and persisted in

working on the problem even when confused. She

evaluated each step several tines, recalculated

and checked to make sure that her answers made

sense. When the task wan complete she was

confident of her answer.

Immediately after completing the task, Lynne

was presented with a typical limiting-reagent

task.

A mixture containing 100 g of hydrogen
and 100 g of oxygen is sparked so that
water is formed. How much water is
formed?

Lynne's approach to this problem contrasted

sharply with her approach to the pizza task. She

immediately began working and came up with a snap
answer of 150 grams. She just plugged in the

numbers; she did not try to develop a qualitative

relationship, because she had s numerical

relationship. Since it was chemistry, something

she "just had to believe," she did not attempt to

make sense of the problem as she did with the

pizza task. She had to "just get the problem

done."

Her initial evaluation of the answer was only

that it was "weird." She started to write an

equation, out immediately decided that was

"stupid." Unlike the previous task, she had no

way of checking her answer. She did not make

connections between grams and moles as she had

with slices and grams. She did not persist in

seeking alternate solutions while working this

task.
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Misconceptions

Lynne's transcripts were permeated with

misconceptions. For example, she made no

distinction between atoms and molecul-s. Acid

"atoms" donated nuclear protons and elements

changed their identity in acid/base reactions.

Compounds could not react with other substances

because "their shells were full" and they were
stable. Lynne never attempted to make connections

between the qualitative and quanti'zative

representations of the concepts in chemistry or

even cL.oections between the same concept used in

two different chemistry contexts. She became

very frustrated when she was asked "why" or when

given non-traditional problems because she saw no
need to make conceptual relationships. Her

knowledge was stored in thousands of individual

little boxes. There were no connections among the

L_Jces, because there was no need for connections.
Nothing in the chemistry course convince_

Lynne that her conceptions were not viable. To
hui, the failures she experienced were failures

of her memory, not of her concertual netwoz'

Each sFecific instance was a new situation
learn. There was no reed to connect the

situations. If she made a mistake on a homework

problem or on an exam question it was because

she "forgot" something or had never seen a

particular problem type, not because there was a

problem with her understandings.

Lynne and other "received knowers" can be

quite successful in courses that don't require

real problem-solvirg or conceptual integration.

ror example, Lynne took the name chemistry course

over the next semester. She was very successfuL

1 F; 8

this time in a course that was taught in a much

more memory- and algorithm- oriented fashion.

pelational learning and constructed knowledge

Lynne's approach to chemistry can be

contrasted to that of C. J. To C. J., chemistry
was an extremely creative discipline. He disliked
memorization, and constantly struggled to
understand how and why. This understanding was
chemistry. The teacher and text were not
authorities. They , .:re there only to "expand his

mind" or occasionally explain difficult concepts
and provide insight by asking questions.

Practical applications of what he learned in
chemistry were important because C. J. believed

that he only understood a concept when he could
apply It to a new situation.

Successfully completing an exercime was not
sufficient for C. J. He found nen-routine

problems to be challenging and fun, not damaging
tc, his ego. Non-rout'.ne task.; t :csts e his
relational approach to 1?arrt' -n allowed
him to examine his understanding _x concepts and
pro: em solving. They were net unfair situations

or tests of memor'

Autonomous learning

Lynne's idea of a good teacher was someone

who told her exactly what she needed to do, and

tested her over exactly what she was told C. J.
had a different perspective. F..r C. J.

good teachers were creative and provided examples
that "give you like insight into different

problems. If you know how to do one, you can

apply that to different things." Teaching
assistAr'l

1
V,
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shouldn't hand it down to you on platter
or something, but they should be able to
clear up what you don't understand from
the professors or the book. gut they
shouldn't do your homework for you or
anything like that. ... Its almost like
teaching by asking questions.

C. J. would rather have someone explain

concepts than work a problem for him. '.-Te

controlled his own learning. Because C. J. viewed

chemistry as something he could learn and do

creatively, he did not have to rely heavily upon

external sources or authorities for success. To

succeed in the chemistry course: "The most

important thing is like ME putting the time and

effort to it."

Understanding

C. J. tried to focus on general

relationships. His beliefs allowed him to explore

problems and use multiple strategies. His focus

was from the general to the specific. Unlike

Lynne, who focused entirely on right answers as

measures of understanding, C. J. believed that

right answers and good grades did not necessarily

imply understanding.

... like you do a problem and get the
right answer, that's not really important.
Just because you can do a problem, doesn't
mean you know chemistry. You have to
understand components involved in
chemistry, like why an element reacts
with another in a certain situation. I
mean, just using the proper equation
aoezn't mean that you know it. I think
understanding is t14.1 important part.

Understanding lead to emphasis on intuition

and creativity for C. J. Understanding was part
c- his view of intuition.

I like intuitive things - I hate
memorizing - if you understand why
something happens, you can usually work
through it, whereas if you just memorize
a formula, you forget the formula [and]
you don't know what's coming. ... So I
usually try to think of things that
strengthen my understanding and not ways
a professor wants you to do it.

Understandin' was C. J.'s goal, not good grades.

The important issue is whether or not a concept

makes sense.

Because he believed that the relations among

concepts are central to understanding chemistry,

C. J. felt that it is reasonable for teachers to

test for concpptual understanding. Thus, C. J.

believed it was fair to put unfamiliar questions

on exams, as long as students have the specific

background information -- a position in strong

opposition to Lynne's view.

While Lynne viewed creativity as alien to

chemistry, for C. J. creativity was an essential

part of the learning and problem-solving process.

He believed that to explain chemical concepts, or

even understand concepts, one has to be creative.

I think you'd have to be creative in how
you explain things - because chemistry is
-- you nave to be kind of creative to
understand about 4.10MS. Just to visualize
an atom is kind of [a] creative thing in
itself, because you're never going to see
one. You just think about and draw on
paper, but you're not going to actually
look at one.

C. J. was not always encouraged by his

teachers to be creative. He believed they often

encouraged use of algorithms withcut

understanding.

I hate to really set down a set of rules
and how you do something. A lot of ways
I've done things is different from the

1k
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ways other people have done them. In high
school they don't like that. My calculus
teacher liked that but none of my other
teachers really liked it. I don't like
when somebody says "this is the way to do
something," because that's usually not
true.

Instead of being frustrated or confused by

multiple ways of working problems, C. J. wanted

to be encouraged in creativity. He felt

constrained by rules, unlike many of his

classmates who believe that learning chemistry

is learning rules and exceptions (Carter and

Brickhouse, 1987). His self-confidence was strong

enough that he was able to continue approaching

chemistry creatively in spite of the disapproval

of most of his high school teachers and the vastly

different approach to chemistry of many of his

peers.

For example, C. J. did not consider the

following task a problem:

How many pennywei.,ht of P4S10 (444
amu) are produced by the reaction of 0.50
pennyweight of S8 (256 amu) with excess
phosphorus?

4 P4 + 5 Ss ---> 4 P4S10

He decided that it was not necessary to know the

definition of a pennyweight, because he knew the

ratio. He quickly came up with an answev. of which

he was quite confident. He noted, however:

Some of the people in my class would just
die when they saw this. ... They're
totally just sticking by the books and I
more or less use the books to expand my
mind. I use it to think in different
ways and they use it to totally close
their thinking off. ... Because of the
book, they set their ideas as like rigid
on how to do stuff, like that one.

t32

He saw his classmates as being constrained by

their rigid ideas based on algorithms from the

textbook. He, on the other hand, saw the texts

as a way to expand his way of looking at tl,e

world.

Problem solving

Because C. J. put a strong emphasis on what

Skemp (1978) would call relational learning, his

general approach to a probler. differed greatly

from Lynne's instrumental approach. Instead of

blindly jumping in and doing something just to get

something done or arrive at an answer, he took a

different approach.

I'd think about what the problem is made
up of. About ... the different steps it
would take to solve it and what I knew
about those steps -- and how they related
to the stuff in here. I'd look at the
information in the problem and see what
I knew about that and I'd figure
everything out before I wrote anything
down.

C. J. began by thinking about the problem as

a whole, establishing subgoals, and evaluating

how these subgoals relate to the problem. He

looked at the information and examined the

relationships involved before actually starting

to work out the problem on paper. His process

was therefore d*ametrically opposed to Lynne's,

who started i diately writing phrases and

symbols.

C. J. be. red there were several ways to

work a given problem. There is rarely a universal

"best way" to work a problem.

... in all problems there's usually at
least two ways - not all of them are
equally good. But, in certain situations
you've got methods that are better than
others but actually one best method, it
really depends on the person doing t.
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This perspective influenced how C. J. spent

time studying chemistry and doing homework. His

approach was the antithesis of Lynne's. She spent

tremendous amounts of time working the same

problems over and over without reflecting on what

she was doing. C. J. spent much of his time

thinking about what he was doing and trying to

understand. When solving a problem he did not

just dc something in order to get the problem

done. He carefully considered what he was doing

before he sat down to try anything.

Problems and exercises

C. J. distinguished between problems and

"plug and chugs". Problems requiied creative

thinking, not just a definition or a fcrmula. A

task he could solve easily, with the use of

algorithms or match to a familiar problem type

was not a problem. The status of a task as a

problem or non-problem depended upon tl-3 problem

solver.

Sources of chemical knowledge

Chemistry is both creative and created to

C. J. He believed he constructed chemical

knowledge himself. This was consistent with his

view of chemistry as something created by humans.

... way back when I think that man got
all of these pieces of evidence together
and he formed, like he decided like an
atom was. ... We've got to know how it
behaves, how it reacts with things. We
got to decide what it is and something
that man has labeled. Like this variable
X and man has decided what it is. ...

Like it's just the name man has giver
something. >n atom, and that's what
started it all on the basis of something
man assigned. And man has since created.

A lot of the evidence man used in creating
the atom was discovered but it was still
the atom he labeled that in essence he
created the atom in our minds.

While the evidence was "discovered", in labeling

the atom, or developing a model, humans created
the atom.

Like Lynne, C. J. had to accept sc4I of the
chemistry he encountered.

... but some stuff they say you know is
true -- some stuff it's easy to see, but
some things that are really too vague to
actually. You have to accept it.

But, unlike Lynne, C. J. believed he could make

sense of much of chemistry and relate it to other
ideas and concepts. Furthermore, he was not

hampered by those things he had to take on faith.

When relational learners learn instrumentally

C. J. liked to do problems that made sense.

He enjoyed doing most of the interview problems
because they were "logical" or related ideas. He
did not Ike tasks that he considered to be sets

of following rules, tasks where he did not

perceive relational learning 1,1 possiblo.

When I like to think about stuff I like
it to be -- orderly. I usually like to
think about it -- like transitions between
relationships, stuff like that. Its a
pattern. But in this you've got a bunch
of relationships sort of jumbled down in
front of you and you have to sort them
out. And I'm not too keen on that.

Problems should contain logical relationships or
be meaningful. C. J. did not like anything that

smacked of an instrumental approach to learning.

This included chemistry tasks as well, such Rs

balancing oxidation-reduction equations. These

tasks, as presented in high school, were

repetitive and time-intensive. C. J. did not

5
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believe that these were taught in a way that

emphasized understanding. Thus, just to get by

he cranked through the problems, without trying

to understand. Now, when he encountered problems

with oxidation and reduction in the college

chemistry course and the interviews, C. J.

experienced one of his f,--2.w areas of difficulty.

He disliked anything connected with the concepts

of oxidation and reduction so much that when he

attempted problems where oxidation and reduction

occurred he could not draw upon previously -

demor,trated conceptual knowl' ge and problem-

solving strategies to approaci. the problem.

Oxidation-reduction reactions were one area where

he just tried to memorize, not understand.

A Multiplistic Anoroach to Chemistry

C. J. approached chemistry as a creative,

relational endeavor. He tried to make sense out

of what happened in lecture, lab and the

demonstrations. He was frustrated when he did not

know why something happened. His approach did

not always lead to the "right answers and it

took a lot of time and effort. He was not always

rewarded for his relational approach to learning.

His teachers were not always comfortable with his

approach and with his questions. However, C. J.

was able to overcome these difficulties in most

instances and emphasize conceptual relationships.

He relied on both objective information and

int.:_tion. There was little compartmentalization

of his knowledge because he expected ideas to

relate. Chemical knowledge was a constructive

enterprise to C. J.

Conceptions and constraints

.1.

'3 h

A constructivist approach to learning focuses

on the viability: not the truth, of knowledge (von

Glaserfeld, 1981). Our conceptions are not exact

r ?licas of true conceptions, they merely fit like

a key fits a lock. We develop our conceptions in

light of the constraints we encounter while

learning. Lynne encountered very few constraints

or limits to the concepts she could develop. In

her belief sy,tem each concept was individual and

unconnected, so there were no need for ideas to

relate. Everything fit neatly into its own little

box. It didn't matter if "atom" or atoms had

distinctly different or even contradictory

meanings in different contexts.

C. J. on the other hand, encountered many more

constraints as he developed chemistry concepts.

In his relational approach to learning, new

concepts had to relate to previous constructions.

New ideas had to make sen -1 in light of whAt he

already knew. As a result, there awe very few

misconceptions in C. J.'s transcripts.

Mow do Beliefs Arise?

Paarlburg (1968) offered the following explanation

of myths, which is relevant to discussions of the

origins of belief.

People do not like to be without
comprehension. They like to understand
things, to have an explanation, to have
some belief that permits an observed
event to take on meaning. ... The motive
leading to the propagation of a myth is
not the scientific quest for fact; it is
a subconscious desire for an individually
acceptable answer to the question "Why?"

The constructivist perspective presupposes

that people are goal-directed and continually

struggling to make sense of their world. Beliefs
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develop during the constant struggle to make

sense of the world, or at least one's part of

the world, such as a school environment. As

such, they are a reflection of this sense within

the context of the individual. Beliefs arise

from personal experience, which includes the

socialization process (Erikson, 1986; Cobb 1986)

as the individual constructs his or her knowledge

of the world in order to meet goals or needs.

Conceptions of mathematics and science arise

through experiences with the world that the

individual interprets as having relevance to the

concepts discussed under the heading of school

science and mathematics. These experiences can

be classroom science and mathematics experiences,

both implicit and explicit, and interactions

with parents, teachers, and peers.

Much of the belief-making process is

influenced by this impl ..cit curriculum, and the

socialization process in schools. Goodlad (1984)
noted the following:

Schools explicitly ceach mathematics and
have boys and girls learn to read, write,
and spell, and so on. But they also
teach a great deal implicitly through
the ways they present the explicit
curriculum for example, emphasizing
acquiring facts or solving problems --
through the kinds of rules they impose,
and even through the social and physical
settings they provide for learning.
Thus, they teach students to work alone
competitively or to work cooperatively
in groups, to be active or passive, to be
content with facts or also seek insight,
and on and on.
Science and mathematics teachers often express

goals such as logical thinking, heuristic problem-

solving and critical thinking. Tne .iplicit

messages received through tasks, testing, teaching

1 (3O

behavior, etc., are often quite different and

seem to emphasize recall, not higher intellectual

skills and problem-solving (Goodlad, 1984; Stake

and Easley, 1978; Thompson, 1984). Science and

mathematics become bodies of facts and skills to

be acquired as an end in themselves not tools for

making sense of the world. They become subjects

in schools which students "learn" in such a way

as to meet their goals, whether these goals are

ccurse grades, looking smart, etc. If their

methods of learning by rote are rewarded, by good

grades on tests, "learning science" becomes

synonymous with this sort of memorization.

Memorization and compartmentalization are

necessary survival mechanisms in many chemistry

courses. A typical general chemistry text is

approximately 1100 pages long. The typical

vocabulary in a year-long general chemistry course

is as great or greater than that in most foreign

language courses. In addition to language and

conceptual knowledge, we attempt to teach

mathematical skills, problem solving skills, and

laboratory skills. Our evaluation system puts

emphasis on "right answers" not understanding.

Goodlad (1924) describes the situation this way:

From the beginning, students experience
school and classroom behaviors -- seeking
"right" answers, conforming, and
reproducing the known. These behaviors
are reinforced daily by the physical
restraints of the group and classroom,
by the kinds of questions teachers ask,
by tne nature of seatwork exercises
assigned, and by the format of tests and
quizzes. They are further reinforced by
the nature of the rewards -- particularly
the subtleties of implicitly accepting
"right" answers and behaviors while
ignoring or otherwise rejecting "wrong"
or deviant ones.
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Osborne and Wittrock (1985) note that science

classrooms do not encourage students to form links

and construct and evaluate meaning. Bergersen,

Herscovics and Nantais (1985) and Mason (1987)

describe the evaluation system and its resultant

focus on right answers as a driving force in

creating the belief that mathematics consists of

getting the answer and practicing computational

techniques. This occurs because skills and facts

are much easier to learn and evaluate.

Pines and West (1986) suggest the folloldb;-

... the science curricula of schaols and
colleges represent and present public
knowledge--other people's knowledge --
imposed with the power of authority on
the students, who come with a wealth of
beliefs about the world and the way it
works - their own private understanding-
-which often conflict with what is taught
and what is to be learned. It is hardly
surprising, when we look at it this way,
that some students do not bother to make
sense of this formal, scientific
knowledge.
This parallels Mason's (1987) statement that

"Some students only experience other people's

algebra ... without being encouraged to use

algebra to express their own generality, to

manifest their own inner perceptions in written

form."

Classroom and textbook experiences such as

these imply that science is something removed from

reality; a world of arcane words and symbols which

must be accumulated from some external source and

memorized. Values, both implicit and explicit,

are taught in science classrooms. Student goals

are often quite different from those of the

teacher. Views of the nature of the discipline,

values, and goals have major implications for
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the way students then go about developing

conceptions or "mis-conceptions".

Restructuring Beliefs

John, a student in the math anxiety study,

can be used as an illustration of how beliefs

about science and mathematics can change, leading

to a necessity for conceptual change. Joh: was

failing his mathematics course when he enrolled

in the math-anxiety program. At that time,

mathematics for John, was a logical, authoritarian

discipline. He viewed it as "strict formulas and

rules and stuff." ? thematics was not creative;

it was rigid, received knowledge. Buerke (1981)

would describe John as an individual who had

multiplistic views of knowledge with respect to

most disciplines, but had a very rigid, dualistic

view of mathematics. Like Lynne in chemistry,

John was a received knower.

The mathematics anxiety course was designed

to help students confront their mathematical

beliefs and reflect upon these beliefs. About

the third week of the course John suddenly came

to iegard mathematics as a creative enterprise,

one whe?e he could draw upon his intuition. His

life, his classroom experiences with mathematics,

and his grades changed dramatically (Yackel and

Carter, 1987). More importantly, his view of

mathematics and his ability to do mathematics

changed. He could now think about math

metacognitively, and this changed his strategies

toward learnirg mathematics and his views of his

ability. In rating his ability in mathematics he

noted:

I have to say "average", presently,
because my grades reflect that. However,
I feel I've developed an above-average
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sense of intuition, and it goes beyond
the math book. ... I think presently
I'm an average student because of my
grades. My grades rc:lect nat. More
importantly, it's how it applies outside
of class. I think I can probably do better
than average. ... I feel I'm probably
above average in that sense. In being
intuitive or something.

He no longer ascribed to a rule-driven view of

mathematics -- a view that had constrained his

learning of mathematics until now.

John now believr.1 matnematics cl.cccs should

not stress strict rules.

I think there's many dhlferent ideas.
There's a lot of basic ideas to .ollow,
in a problem or mathematics. T think
when they say strict rule, I tau:. it
makes people li .it themselves. They
think "Oh I : gotta follow this strict
rule." Then they don't really understand
the concepts of it. So, when you think
according to strict rule, you fail to
understand the main ''sa of what's going
on. You just apply _Le formula they
give you, or the i and you fail to
understand what it really means.

when he moved away from this perspective of

mathematics as a series of ru as it changed his

perspective of himself as a doer of mathematics.

It aist. changed his motivation, persistence and

,uccess in math classes. Restructuring his

beliefs changed the questions in mathematics

class from "how" to "why".

I think that some people, even I, had
the notion that mathematics is never
gonna come to me, 'cause its something I
have, a mental block inside my head and
Tim not gonna be able to work around it.
but I've been working harder lately at a
lot of Aomework assignments. My grades
went up. I 4.hink :;,f you work hard at it
and you think 'Why am I doina this?

1 7

What are you gorna acc,,mplish ou sf
it?" you an leaf, mathematics.

This change o,,curred ;Jecause ne started to v'sw

mathematics as a creat:-e, relational if.lciplIne.

When I started thinking of math n
creat ;e .,ease I started doing belte,.
When I was thinking about it as st-io,.
formulas and rules anu stuff, I 1-ei.-11.y

had problems .:.nderstenedilq once
you start thin!.ing crati%,".
ways it benefitted vs -c_e.

Creativity was central to hi . mar 4"Tr.s3ch to

mathematics.

I think tha rr..1,iemz
differently m4lann Lare.arrlan:. A_ne
problem really w411. . . not, tryi:1T
to go against what the ..N.:;41ar says, but
I really try to look at the.. :)-oble-.1 ap4

try and understand the way ',ht.. 1-actier
found the answ:r. Th,:n A;. it 111:z

own way, approach /1 .?Ig4.e, and
find it a lot easier,

John moved frogs a position wha,-e th.ere was one way
or a best way to solve a mar.,:ematics problem lo

one where there were many equally good whys to
work problems. John now b$1,1eved himself free

to use his creatiJity and proW.em eels/lag skills
in his mathematics courses. The psyf'nolog::.cal

context of math class no longs.. excluded this
type of reasouing, Instead it Al's expanded to

include conceptual, relationships and

understanding, not just rote, .z,:es and remembered
algorithms.

John had worked hard in his mPY)epatics

courses before, hut ne heci r_,nly a ::Joel; d' ,e1c2ed

and /oosely integrated tIonc-optual know7edgt o:

mathem :ice_ was only after !,anging his

beliefs about matnematice that he ..:r.ua get i,

of his 9m4.sconceptions" about mathematics and

"r3
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develop viable and powerful understanding of

mathematical concepts.

A Perspective for Research

Looking piecemeal at misconceptions is like

treating an illness symptom by symptom. The

student's perception of what it means to learn

science and mathwlatics is akin to a disease with

symptoms manifested as misconceptions. Treating

the symptoms is important, however it is not

equivalent to treating the cause of the disease.

The misconceptions literature talks about the

importance of having students confront their

beliefs about specific concepts (Driver & Oldham).

Researchers note that there is little or no

classroom structure for this type of

confrontation:. Research on belief suggests that

students not only need to confront their beliefs

about specific concepts, but also about the nature

of scientific and mathematical knowledge.

It is essential, however that the beliefs we

must examine include 2211: beliefs, values and goals

as researchers, teacher beliefs about how we

teach, what we teach, and how much we teach. To

encourage relational learning we have to examine

classroom practices, reward systems, the role of

authority and power structures in schools and

ways to encourage students to become autonomous

learners. These are difficult tasks but

potentially very powerful.

We also have to examine the nature of science

and mathematics as it is taught in schools.

School science is often taught as if science has

no relationship to the real world, except the few

cursory examples found in texts. Concepts are

only related to other concepts in the

.17,4

relationships leading up to the equations. School

science often gives the impression that ideas

have some sort of divin.z origin. Science is

seen as ideas discovered by very intelligent

men, not as something created by ordinary human

beings. Models are presented as facts to be

learned. As Fee (1983) notes:

The voice of the scientific authority is
like the male voice-over in commercials,
a disembodied knowledge that cannot be
questioned, whose author is inaccessible.

With this picture of the nature of science it is

little wonder that many of our students apI-al to

authorities for matters of science and mathematics

and not :their own understanding.

3on of our students, such as C. J. and John,

do l'Iew science and mathematics as relational.

However, they believed they had to "e-o against"

their teachers to be creative and use their

conceptual knowledge. Only students with strong

self-confidence can learn relationally in the

face of such pressure to get "right answers." As

long as we continue to expect and evaluate p-Aory

instead understanding in school we only

reinfczce the compartmentalization of learning

that leads to "misconceptions". Belenky, gt,a1.,

suggest a change in metaphor, from one of the

teacher as banker doling out facts and algorithms

to one of the teacher as a midwife helping

students deliver their own thoughts.

Misconceptions researchers already value students'

"naive" understandings. Now we need to go a

step further and focus on their understandings

of understanding.
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OVERCOMING STUDENTS' MISCONCEPTIONS IN PHYSICS:

THE ROLE (Jr ANCHORING INTUITIONS AND ANALOGICAL

VALIDITY

John Clement

Cognitive Processes Research Group
Department of Physics and Astronomy

University of Massachusetts

with the assistance of

David Brown, Charles Camp, John Kudukey,
James Minstrell, David Palmer, Klaus Schultz,

Jill Shimabukuro, Melvin Steinberg,
and Valerie Veneman

Overview

This paper discusses an experiment conducted

to test the effectiveness of lessons designed to

overcome qualitative misconceptions in three areas
of mechanics: static forces, frictional forces,

and Newton's third law for moving objects. In

developing the lessons, diagnostic tests were

first used to identify qualitative problems which

were answered incorrectly by a large percentage of

students. Thcse became target problems to be

addressed in the lessons. Separate diagnostic

tests were used to identify anchoring examples:

i.e. problems which draw out beliefs held by naive

students that are in rough agreement c.fith accepted

*Preparation of this paper was supported by a
grant from the National Science Foundation
IMDR8473579.
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physical theory. The experimental lessons

attempted to ground new ideas in the students'

intuitions by using anchoring examples.

The lessons then attempted co convince the

student that the target (misunderstood) example
was analogous to the anchoring example. This can

require a significant amount of effort if one is
interested in the analogy making sense
to the students. It is often helpful to use an

intermediate third case-- a bridging analogy

between the target example and the anchoring
example. Lessons were taught Socratically

order to maximize classroom discussion of
misconceptions and stuaent generated examples.

Visualizable models and empirical demonstrations
were also used where appropriate. The

experimental group achieved pre-post test gains
that were two standard deviations larger than the
control group's gains.

Thus the main instructional techniques used
in this attempt to deal with qualitative

misconceptions are: (1) the attempt to find and

use anchoring examples in order t- have the

material make sense in terms of the student's

physical intuitions; (2) the focus on developing

analogies between examples in thought situations

or thought experiments; (3) the use of bridging
analogies as a particular method for doing this;
(4) the idea that misconceptions can be used to

advantage in the classroom when they generate a
strong classroom discussion. With respect to the
use of analogies, I will argue that analogous

cases posed in the form of thought e,:periments or

thought situations can be important key examples
in instruction. With respect to the goal of tying

ideas to student's physical intuitions, I will
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argue that researchers and curriculum developers

should be paying as much attention to students'

ancharing intuitions as they are currently to

students' misconceptions.

The Problem

Because I cannot justify them here, it this

section I will make a number of assumptions

concerning the existence of certain problems

facing teachers of physics. I will assume that

there are areas where persistent misconceptions

exist which constitute effective barriers to

understanding. Evidence for this claim can be

found in McDermott (1984), Helm and Novak (1983)

and Halloun and Hestenes (-985), among others. In

particular, I will assume that:

1. Many students, even those taking calculus-

based college physics, harbor misconceptions

at a basic qualitative level even though they

may be proficient at the use of physics

formulae. This indicates that courses need

to place incre sed emphasis on concuptua)

understanding.

2. Many misconceptions are not "miscompre-

hensions" of presented material but are

preconceptions that students bring to class

with them.

3. It is clear that some preconceptions are more

deep seated than others. As Chaiklin & Roth

(1986) point out, incorrect answers to

diagnostic problems may not always reflect

deeply hell preconceptions since students are

willing to use beliefs they are uncertain

about in problem solving. But there are

several different types of evidence

1 0

indicating that some preconceptions are

deepseated, including post course tests where

college students who have completed a physics

course exhibit the same errors. Confide e

measures also provide some evidence. Brown &

Clement (this volume, '987), found that

students indicated they were fairly confident

in their incorrect answers s a set of

qualitative problems in thin area after

taking high school physics. Other

indications of deepseatedness include

resistance observed during tutoring,

expressions of conviction in interviews, and

historical precedelits.

Additional references to studies supporting

these assumptions can be found in Clement (1986).

One Teachin Strate y for Dealing with

Misconceptions

In this section I describe one method for

helping students overcome a persistent

misconception. This is followed by a section

describing a classroom teaching experiment using

this method. Research on persistent

r".sconceptions indicates that traditional

instruction has not worked where deep seated

preconceptions are concerned, and that

significantly new teaching methods may need to be

developed. The approach described here assumes

that a good way to foster conceptual change in

these areas is to have stude.ts build up their

understanding at a qualitative, intuitive level

before mastering quantitative principles. It also

assumes that they need to ber7, aware of their
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own preconceptions and to actively participate in

criticizing and replacing or revising them.

In a diagnostic test 76% of a sample of 112

high school students indicated that a table does

not push up on a book lying at rest on it. These

were chemistry and biology students who would be

eligible to take physics in the following year.

Observations from classroom discLssions and

tutoring interviews indicate: that many students

believe that static objects are rigid barriers

which cannot exert forces other than their own

weight (sic). On the other hand, 96% of these

students believe that a spring does push up on

one's hand when the hand is pushing down on it.

To the physicist, these beliefs are incompatible

since he sees the two situations as equivalent.

diSessa (1983) refers to the concept of

springiness as a "phenomenological primitive" and

describes aquiring sxill in physics as depending

on the evolution of such intuitions.

The hand on the spring situation is a useful

starting point for instruction since it draws out

a correct intuition from students. For this

reason we call it an "anchoring example that draws

out an "anchoring intuition". As used here, an

anchoring intuition is a belief held by a naive

student which is roughly compatible with accepted

physical theory. Such a belief may be articulated

or acit.

Using analogical seasoning in instruction:

The first strategy that suggests itself is that of

presentig the the hand-on-the-spring and the

book-on-the-table cases to students sequentially

and asking t'.em if they are not indeed analogcus.

Hopefully students will see that they are

1S2

analogous and correct their view of the book on

the table.

Unfortunately pilot to ring interviews

conducted by David Brown indicated that the

simplest form of this strategy does not often

work. Instead, students typically say that the

table is not the same as a spring-- the table is

rigid whereas the spring is flexible-- so the

spring can exert a force while the table cannot.

Thus there is a need for an additional

instructional effort to help the student see how

the analogy between the spring and the table can

be valid. This effort fits with the more general

plea of Posner, Strike, Hewson, & Gertzog (1982)

to make science ideas plausible to students (e.g.

having it make sense that tables push up) as well

as comprehensible (knowing that tables push up).

Minstrell (1982) has reported some success in

using key examples in Socratic teaching for the

book on the table problem. In what follows we

will build on his ideas by adding an explicit

emphasis on anchoring intuitions, structural

chains of analogies, and mechanistic models in

such lessons.

The spontaneous use of analogies has been

documented in thinking aloud interviews witn

scientists (Clement, 1981, 1986, to appear), and

with students (Clement, 1987). Experts have also

been observed to use special patterns of

analogical reasoning in order to stretch the

domain of a key analogue example and overcome a

conceptual difficulty (Clement, 1982b, 1986). We

suspect that these patterns are useful for

overcoming conceptual difficulties In students as

well. This can be done in a number of ways: (1)

identifying salient features that aro the some in

1R;



the book and the spring; showing the existence )f

a conserving transformation between the book and

the spring; and using a technique called bridging,

described below.

The bridging strategy. In almost all cases

students believe in the anchoring example that a

spring can push back on one's hand, but many are

still unconvinced that *here is a valid analogy

relation to the case of the book on the table. A

useful strategy is to attempt to find an

intermediate tnird case between the original case

and the analogous case. This is termed a bridging

analogy. Figure 1 shows a flexible board case

used to help convince students that the analogy

between the "hand on the spring" anchor and the

targeted "book on the table" case is valid. Here,

the idea of a book resting on a flexible board

(case B) shares some features of the book on the

table (case C) and some features of the hand on

the spring (case A). The subject may then be

convinced that A is analogous to B and that B is

analogous to C with respect to the same important

features, and thereby be convinced that A is

analogous to C. Such bridges are not deductive

arguments, but exnerts have been observed to use

them as a powzrful form of plausible reasoning.

Presumably, this method works because it is easier

to comprehend a "close" analogy than a "distant"

one. The bridge divides the analogy into two

smaller steps which are easier to comprehend than

one large step.

Lessons can also use several intermediate

bridging cases, as shown in the outline of the

lesson on static forces shown in Figure 2.

Visualizable models and empirical demonstrations

are also used whore appropriate. During the

,,,
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lesson, the class compares each of the thought

experiment examples in a discussion led by the

teacher. The teacher challenges students to say

why they believe that cases are similar or

different and avoids sharing his or her view until

near the end of the class.

In this lesson the target problem -- the

question of whether the table pushes up on a book

-- is introduced first. Then the hand on the

spring case is discussed and agreed upon as an

anchor. The foam and flexible board cases are

then introduced and students are asked to compare

them with the spring and the table cases. The

flexible board case usually promotes the greatest

discussion, and a number of students switch to the

correct view at this point, which may be about 35

minutes into the lesson. The teacher then

introduces a microscopic model of rigid objects as

being made up of atoms connected by spring-like

bonds. Finally the students view a demonstration

where a light beam reflecting off of a desk onto

the wall is deflected downward when the teacher

stands on the desk.

As a second example, the lesson on friction

outlined in Figure 3 uses the target problem of a

puck sliding on a floor. Students are asked what

the direcZion of the forces are that act on the

puck. Many ztudents fail to identify a force of

friction, or say that friction has no particular

direction, or that it acts in a downward

direction, whereas the physicist identifies a

force of friction exerted by the floor on the puck

acting horizontally to the left. The next example

introduced in this lesson is a brush being pulled

to the right while resting on top of another brush

as shown in Figure 3. The anchor situation in the

IRG

C 1

ANCHOR

ANCHOR

la1100

Figure 3

MODEL

TARGET

EXPERJMENTL

.......----------MODEL

---...----1-1----cqis4i4---- 1;72
BRIDGING CASES TARGET

Figure 4

1R7

IA
EXPERIMENT z d



left-most drawing is the same experiment with only

two single bristles on each brush in contact.

Students see that the lower brush exerts a

horizontal force to the left on the upper brush.

The teacher also introduces a model of surfaces as

being very rough in a microscopic view. After

discussion, a demonstration is conducted where

students are asked the direction of the force

which holds up a book pressed against a wall with

a ruler. Other more complex models of friction

such as "temporary welds" and Van der Weals forces

are included at the end of the lesson to extend

this first order model, but the sequence in Fig. 3

is the one used to motivate an intuition for the

direction of the force.

As a third example, a lesson on Newton's

third law in collisions uses a target problem of a

moving cart colliding with a stationary cart of

the same mass, as shown in Figure 4. The

anchoring example here involves the idea that both

of one's hands feel the same force when

compressing a spring between them. The first

bridging example is a pair of exploding carts,

where one cart contains a cocked spring. Here

again the force on cart A is the same size as the

force on cart B. In the second bridging case

students argue about whether the forces are equal

in a collision where B has a spring attached to

it. They are then asked if this is equivalent to

the target problem if we consider the surface of

cart B to made up of spring-like bonds between its

atoms. At the end of this lesson an experiment is

done where a student riding on a cart collides

with another student on a stationary cart.

Bathroom scales held by each student out in front

of the carts receive the impact of the collision.

Students predict whether one reading will be

consistently larger. These give very rough

measurements, but they are accurate enough over

several trials to support the idea of equal

forces. A second lesson extends this idea to

unequal masses.

Thus the lessons use a sequence of analogous

cases to connect an anchoring example to the

target problem, and also to develop a visualizable

model of the mechanism(s) providing forces in the

target problem. Demonstrations are used primarily

to disequilibrate students' preconceptions or to

support a key aspect of the analogue model such as

the presence of deformation in rigid objects.

Classroom Teaching Experiment

Method. The strategy described above was

evaluated by designing a set of experimental

lessons and giving identical pre and post tests to

experimental and control classes. Altogether,

five experimental lessons were designed in the

three areas as described above: static forces,

frictional forces, and Newton's third law for

moving objects. Members of the design team were

David Brown, Charles Camp, John Clement, John

Kudukey, James Minstrell, Klaus Schultz, Melvin

Steinberg and Valerie Veneman. Three experimental

classes were taught by one teacher and two taught

by another, both in the same high school. The

lessons were introduced at the different points

where they fit into the students' study of

mechanics during the first five months of the

year. The four control classes were also first

year courses in physics taught by two separate

teachers in two other schools. Control classes

studied their normal curriculum in physics.

I R

89



90
The test, described in Brown and Clement

(this volume, 1987b), consisted of 16 questions on

common misconceptions and contained both near and

far transfer questions. The identical pre and

post tests were given about 6 months apart: in

the second month of the course just before the

first experimental lesson and again two months
after the final experimental lesson.

Quantitative Results. Results are

highlighted in the right hand column of Table 1.

The experimental group achieved significantly

larger pre-post test gains than the control group,

both overall, as shown in Table 1, and in each of
the three areas, as shown in Table 3. The

difference between the overall gains was larger
than two standard deviations.

We interpret these results with some caution,

since the tests were multiple choice tests, and

more accurate assessment of students'

understanding requires clinical methods. Also,

matching of experimental and control groups was

limited by characteristics of the available
classes. The schocl where the experimental

classes were conducted and one of the control

schools had upper honor level, classes and lower

standard level classes, while the second control

school grouped students homogeneously.

However, as shown in Table 2, even when the

lower level experimental classes (with a teacher

who was relatively new to physics teaching) are

compared with the homogeneous control classes

(with an experienced person considered to be a

master physics teacher), there are large

significant differences in favor of the

experimental group.

Control

Average
Pretest Score

Average
Posttest Score

Average
Gain

n . 50 5.62 (29.6%) 8.00 (42.1%) 2.38 (+12.5%)
s.d . (2.44) (3.13) (2.83)

Experimental
n 82

5.63 (25.6%)
(2.38)

14.56 (76.6%,
(2.90)

8.93 ( +417.0%)

(2.84)

Experimental group had larger gain (t = 12.72, two-tailed, p < .04005).

Table 1

Average
Pretest Score

Homc9eneous
Control Classes 5.17 (27.2%)
n = 23 s.d.= (2.25)

Lower Expert-
oental Classes
n = 46

4.83 (25.4%)

(2.07)

Average Average
Posttest Score Gain

8.26 (43.50
(3.76)

13.63 (71.7%)
(3.03)

3.0: (+16.3%)
(3.29)

8.80 (+46.3%)
(3.30)

Experimental group had larger gain (t = 6.80, two-tailed, p < .00005).

Table 2
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FORCES FROM STATIC-08JEOT EXPERIMENTAL VS. CONTROL

Points Possible 6

P Posttest Average
Gain

Control 1.14 (19.06) 2.58 (43.02) 1.44 (.24.02)

50 (1.34) (1.54) (1.3S)

Experimental 1.13 (18.82) 4.83 (80.52) 3.70 (.61.72)

82 (1.16) (1.32) (1.35)

Experimental group showed larger gain (t 9.15, two-tailed, p<.00005)

FRICTION FORCES - EXPERIMENTAL VS. CONTROL

Possible coic.s 4

P Posttest Gain

Control 1.08 (27.02) 1,58 (39.52) 0.50 (.12.52)

a - SO (0.778) (0.835) (1.05)

Experimental 1.10 (27.52) 2.72 (68.02) 1.62 (.40.52)

a 82 (0.795) (1.10) (1.25)

Experimental group showed larger gain (t 5.5, two-tailed, p<.00005)

DYNAMIC THIRD LAW: EXPERIMENTAL VS. CONTROL

Points Possible' 6

Pretilat Posttest Gain

Conceal 1.26 (21.02) 1.42 (21.77; 0.16 (.2.72)
a - 50 (1.14) (1.64) (1.68)

Experimental 1.12 (18.72) 4.50 (75.02) 3.38 (.36.32)
82 (1.06) (1.48) (1.53)

Experimental vs. control (t 11.03, two-tailed, p<.00005)

Table 3

Qualitative results. Qualitative observations

from video tapes of these classes indicate that:

1) students appear to readily understand the

anchoring cases; 2) however, many students indeed

do not initially believe that the anchor and the

target cases are analogous; 3) the bridging cases

sparked an unusual amount of argument and

constructive thinking in class discussions; 4) the

lessons led many students to change their minds

about or degree of belief in statements such as:

"A table cannot exert an upward force on a book at

rest on it"; and 5) students were observed

generating several types of interesting arguments

during discussion, such as: generation of

analogies and extreme cases of their own;

explanations via a microscopic model; giving a

concrete example of a principle; arguments by

contradiction from lack of a causal effect;

generation of new scientific questions related to

the lesson; and even spontaneous generation of

bridging analogies. This last observation gives

us some reason to believe that even though lessons

wore designed primarily with content goals in

mind, process goals are also being achieved as an

important additional benefit.

Experimental classes did not achieve high

post test scores on all transfer problems. And

discussions in different classes varied somewhat

unpredictably from very exciting to dull. Thus

there is still considerable room for improvement.

Nevertheless, we are encouraged enough by the

results to suspect that the techniques being tried

are having an effect in helping students overcome

misconceptions.

-CU
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Discussion

In this section I propose some interpre-

tations of the above results. The experimental

teaching method described attempted to ground the

student's understanding on physical intuition.

Here we are faced with a paradox: in order for

difficult conceptual material to make sense to the

student, it is necessary to connect somehow with

the student's existing knowledge; but the

student's existing intuition in the area is

incorrect. A way around this paradox was found by

using anchors. This method relies on the fact

that students are globally inconsistent from a

physicist's point of view; the student can

simultaneously harbor in memory an anchoring

intuition and a misconception that are

diametrically opposed. This is presumably because

the student's knowledge schemas are packaged in

much smaller pieces than the physicists' knowledge

(diSessa, 1985), and because each schema is

activated only in certain contexts. The

intuitions used for an anchoring example are

inconsistent (from a physicist's point of view)

with their view of the examples where a

misconception is dominant. The teaching strategy

takes advantage of this fact by using discussion

and bridging to promote dissonance between the

anchor and the misconception, thereby encouraging
conceptual change.

The notion of searching for anchoring

intuitions opens up a large field for needed

research that should complement th..a ongoing

research effort on misconceptions. Potential

anchoring examples can be listed by skilled

teachers, but they require empirical confirmation.

For example, we hypothesized that hitting a wall

144

with one's fist might be an excellent anchoring

example for the idea that a static object can

exert a force. Surprisingly however, only 41% of

pre-physics students tested agreed that the wall

would exert a force on one's hand. Empirical

studies can determine which situations will appeal

the most to students' intuitions. Thus one must

find the "right" analogous case to use as an

anchor -- not just any concrete examl-le that makes

sense to the teacher will work.

An anchor can also serve as the metaphorical

basis for a visualizable model such as the idea of

atoms with spring like bonds between them. Such

models are not simply a set of common features

abstracted from observed phenomena (we cannot

observe atoms or springs inside of tables). Like

other models in science they are imaginative

constructions which have metaphorical content.

In areas where students have insufficiently

developed anchoring intuitions they may need to be

developed by real or simulated experiences such as

Arons' activity of having students push large

objects in a low friction environment, McDermott's

(1984) use of air hoses to accelerate dry ice

pucks, or diSessa, Horwitz, and White's use of

dynaturtle (White, 1984).

Analogies and Bridging in the History of Science

According to legend Galileo performed an an

empirical test by dropping light and heavy objects

from the tower of Pisa, but this legend has come

under serious doubt. However it is known that

Galileo and his predecessor, Benedetti, did use

thought experiments like the following one to

argue their side in this issue. Figure 5a shows

two equal objects of one unit each being dropped

1 E45



while Figure 5b shows a heavier object being

dropped that is equal to the two smaller objects

combined. According to Aristotle the one-unit

objects will fall much more slowly than the larger

object. Galileo claimsd that they will reach the

ground at nearly the same time. In saying this he

was effectively proposing an analogy between cases

A and B in Figure 5 to the effect that each body

falls according to the same rule irrespective of

its weight.

A marvelous bridging case used to support

this analogy is the case shown in Figure 5c. The

argument was first published by Benedetti (1969)

and a similar argument was given by ralileo

(1954). Imagine the two unit objects in A to be

connected by a thin line or thread. Does the mere

addition of this tiny thread, which makes the two

objects become one, cause their rate of fall to

increase by a large amount? Bczause this is

implausible, the bridge argues that A and B are

indeed equivalent with respect to rates of fall.

In an insightful Gedanken experiment, the lightest

thread can apparently make all the difference.

Apparently Benedetti and Galileo felt that thought

experiments which establish the validity of an

analogy are a powerful method of argument and

instruction.

Educational Implications

When students harboring misconceptions

produce incorrect answers in the classroom, the

instructor may in some cases assume that the cause

is "low intelligence" or poorly developed

reasoning skills, when in fact the cause is the

student's alternative knowledge strLictures. It is

important for teachers to become sensitive to such

distinctions because the indicated teaching

strategies are quite different in each case.

Avoiding this confusion might have an impact on

the way teachers view students and in turn, on the

way students view themselves.

The major ideas involved in the teaching

approach investigated here were:

(1) Anchoring intuitions can be used as

starting points for lessons which attempt to

overcome misconceptions in physics. An important

implication for curriculum development related

research is the need to search for such anchoring

intuitions.

(2) Forming analogies between more difficult

examples and an anchoring situation is an

important instructional technique. However, more

energy than is commonly realized must be invested

in helping students to believe in the validity of

such analogies. where a misconception is present

in the target case, the problem is that students

will often not be able to understand how the

target case can possibly be analogous to the

familiar anchoring case. Presenting the right

analogy is not enough -- the student must also

come to believe in the validity of the analogy.

(3) The technique of bridging by using

structured chains of analogies combined with

discussion to encourage active thinking appears to

be helpful for this purpose. The bridging cases

used here seem to work at the level of a person's

physical intuitions, not at a level that uses

formal notations. Bridging appears to be an

important tool for stretching the domain of

applicability of an anchoring intuition to a new

situation, i.e. for making the intuition more

general and powerful. Analogies and bridging may
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therefore be important tools for developing and

refining physical intuitions.

(4) Many anchors and bridges can be

introduced as thought situations or thought

experiments. Thus, thought experiments are

potentially powerful tools in instruction, as has

been noted by Helm and Gilbert (no date).

Empirical infor A is therefore not the only

means recommende. Lor dealing with misconceptions.

(See Brown, (in progress), and Brown & Clement

(1987) for evidence supporting this position.)

(5) Misconceptions can be used to advantage

in instruction. Topics where students feel that

the accepted physical theory is counterintuitive

are sometimes frustrating to them, but such topics

are also potentially more inte,esting because of

their surprising nature. In a sense, they have

more "news value" as something unusual to be

learned. Also, when the conviction of a

mi7lonception can be brought into conflict with

another conviction within the student's head, this

produces more dissonance and more potentially

useful energy to be harnessed for learning than

ordinary topics which do not threaten beliefs held

with conviction. In this case the students can

become internally motivated to understand the

issue and resolve the conflict. The above five

strategies have also been implemented in an

experimental instructional computer program

described in Schultz, Murray, Clement, and Brown

(this volume, 1987).

(6) Socratic discussions can help students

achieve conceptual change. Two types of

dissonance can be used: the tension between a

misconception and a correct conception in the same

student; and the tension between students who hold

the correct point of view early on and students

who do not. In the first type, one attempts to

draw out both correct and incorrect conceptions

which are activated in slightly Afferent coatexts

in the same student and play them off against each

other. In the second, one encourages controversy

centering on opposite views held by different

students. These tensions have the potential to

create some unusually exciting and motivating

discussions in the classroom that should act to

increase student involvement and retention.

Skillfully led classroom discussions appear to be

one effective vehicle for fostering dissonance,

internal motivation, and conceptual restr

The approach described above attempts to

depart significantly from a model of teaching

where knowledge is "piped" directly from teacher

to the empty vessel of the student. It does so by

drawing out and developing prior knowledge in the

subject. The teaching approach attempts to

interact with this knowledge rather than to

transfer knowledge. It int.racts with prior

knowledge of two types: anchoring intuitions that

are in agreement with accepted theory and

misconceptions that are not.

However, it takes a research effort to

develop and optimize this type of approach. Maps

of students' misconceptions and anchoring

intuitions are needed. Knowledge of students'

intuitive rezaoning skills is also needed. The

present study provides some encouragement

regarding the possible payoffs of such an effort.
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Fractional understanding of fractions:

Variations in children's understanding of fractional
concepts, across embodiments (Grades 2 through 5)

M.A. (Ken) Clements,
Deakin University,
Australia

and Gina Del Campo,
Catholic Education Office of
Victoria, and Association of
Independent Schools of Victoria

1. INTRODUCTION

Over the last decade it has been argued, consistently, that partitioning is a
constructive mechanism which can facilitate the development of mature

fractional concepts (Behr, Lesh, Post, & Silver, 1983; Hunting, 1983, 1986;
Kieren, 1976, 1980; Vergnaud, 1983). In particular, attention has been drawn
to the difficulty many children experience in partitioning discrete sets of objects,
and Hunting (1986) has suggested that since children have been found to have
knowledge of subunits and relationships among subunits in different ways it
would be sensible for such knowledge to be assessed before providing children
with instruction on fractions. Thus, Hunting says, children with incomplete
partitioning knowledge should be taught partitioning prior to commencement of
fractions instruction. According to Hunting (1986, p. 214), actions used to
subdivide continuous quantities are different from those used to subdivide
discrete quantities andherefore, children's meanings and conceptions of
fractions may be quite different if restricted to either contextual setting.

Mathematics educators have also begun to investigate the ways children

process mathematical information which is conveyed to them and the ways they
communicate their meanings of mathematics to others (Del Campo & Clements,
1987). While there were some notable exceptions (eg. Erlwanger, 1975), until
recent times much of the research into mathematics learning madeextensive use
of pen - and - paper tests. The use of such tests tended to confum the idea that
mathematics was an external body of knowledge which children had to struggle
to receive. In recent times, however, there has been an emphasis, in keeping
with the growth of constructivist ideas, on observing children while they

construct and communicate mathematics (Kamii, 1984; Labinowicz, 1985).

2 05

Table 1 (reproduced from Del Campo and Clements, 1987, p.12) sets forth the

various receptive and expressive modes to which attention is being drawn

(notice that one can communicate with oneself through the imagination).

MODES OF COMMUNICATION

MODE RECEPTIVE LANGUAGE
(rocciuns ransom tht

cornrnunwynon)

EXPRESSIVE LANGUAGE
(your own !snow(

SPOKEN

WRITTEN

PICTORIAL

ACTIVE

IMAGINED

listening

reading

Interpreting diagrams.
pictures

Interpreting others
actions

speaking

writing

drawing

perfonrung.
demonstrating

imagining

Table 1: Ways of receiving and communicating mathematics

We were interested in studying the language which children use to express

fraction ideas, and the relationships which this had with their ability to

comprehend the formal language of fractions as it appears in textbooks and

pen-and-paper tes's. Also, we wanted to investigate the extent to which

performance on standard pen-and-paper items on fractions related to children's

abilty to partition, in situations when the children were confronted with familiar

and unfamiliar contexts in which partitioning was possible. To use Pines and

West's (1983, p.47) vine metaphor, we were intent on exploring both the

upward vine of fraction knowledge, originating from the child's intuitive

knowledge of the world, and the downward vine, originating from formal

instruction. Since we wished to be informed about these before the

intertwining of the two vines we decided to work with children in Grades 2, 3,

4, and 5 (aged from about 7 to 11 years). Specifically, we set out to investigate

how, and to what extent, children's meanings and conceptions of the fractions

one-half, one-quarter, and one-third differ across different kinds of continuous

quantities and different displays of discrete sets of objects.
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2. METHOD

Sample

Altogether 1024 children (284 in Grade 2, 390 in Grade 3, 283 in Grade 4,

67 in Grade 5), in 45 different classes in 20 elementary schools in Melbourne,

Australia, were involved in the study. All of the children in the 45 classes

attempted all of the questions on a 36-item pen-and-paper test on fraction

knowledge, and than 240 children (12 from each of the 20 schools) were

interviewed by mathematics education graduate students trained by the writers.

The average length of each interview was about 45 minutes, and during an

interview the child was presented with a wide range of materials, which were

possible fraction embodiments, and challenged to use these materials to

construct representations of "one-half', "one-quarter", and "one-third".

The pen-and-paper instrument

Of the 36 items, 24 involved the recognition of 1/2, 1/4, or 1/3 when

embodiments were presented pictorially, in either discrete or continuous forms

(see Figure 1(a) for three of these items - the child had to put a dck in the

appropriate box); 6 of the items involved equal sharing of a number of objects

(lollies) among a specified number of people (see Figure 1(b) for two of these

items - the child had to put a ring around the number of lollies each person

would get); the remaining 6 items required the child to indicate which of a set of

four pictures illustrated a specified fraction. (Figure 1(c) shows one of these

items.) Before the children attempted the items they were given practice

examples which familiarized them with the modes of response. Persons who

administered the 36 items to the 45 classes were convinced that no child

misunderstood how answers were to be given and, since unlimited time was

permitted, all 1024 children responded to each of the 36 items. The 36-item

instrument was devised by the writers.

The interview schedule and sample

Twelve children, three high-performing girls, three low - performing girls,

three high - performing boys and three low - performing boys (the criterion for

performance being number correct on the 36-item pen-and-paper instrument),

n - p..,
, i

were selected from each of the 20 co-operating schools and were individually

interviewed according to a set schedule. The twelve children in each school

were usually from Grades 2, 3 and 4 (four from each grade) but in two schools

Grade 5 children were interviewed. The 240 children consisted of 72 children

in Grade 2, 72 in Grade 3, 12 in Grade 4, and 24 in Grade 5. Equal numbers of

girls and boys were interviewed, but since sex-related differences was not a

focus of the study no data pertaining to the sex factor will be presented.

After a child had been made to feel as comfortable as possible, at the

beginning of an interview, the interviewer then said: "Tell me the first thing tnat

comes into your head when I say ....". The sentence was completed,

successively, by the words "one-half', "one-quarter", and "one-third", and the

interviewer summarised the responses, by vvritil.g and/or drawing, in the

appropriate sections on an "Interviewing Schedule" sheet (which had been

prepared by the writers). After this, the interviewer asked the child to show 1/2

(or 1/4 or 1/3) of each of a sequence of ten possible fraction embodiments. For

example, in one possible embodiment the child would be given a length of

plaAcine (10cm long) and a balance and asked to use the balance to get one-half

(or one-quarter or one-third) of the plasticine; in another possible embodiment,

the child would be presented with a circular paper disc and some scissors and

asked to use the scissors to get one-half of the circle. (When this was completed

the child would be given another paper circle and asked to use the scissors to get

one-quarter of the circle; and then the same process would take place for

one-third.) As the child responded the interviewer would summarise what was

being done, and said, in the appropriate section of the "Interviewing Schedule".

The interviews were audio-, but not video-, taped.

Figure 2 shows a summary of the structure of the interviews. Of the ten.

possible fraction embodiments seven were of the continuous variety (involving

circular discs, pieces of string, paper rectangles, paper (equilateral ) triangles,

spherical balls of plasticine, and jars wih water), two were of the discrete

variety, and one, which involved the perimeter of a triangle, had both

continuous and discrete features.

Figure 3 shows how one of the interviewers completed the interview

Schedule for a Grade 4 child Item I was for the initial request ('Tell me the
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first thing ..."), and items 2 to 11 were for the ten possible fraction

embodimer -. Notice that for each item the child was asked about 1/2 first, then

1/4, then 1/3. Interviewers were instructed not to subject interviewees to time
pressure.

Foci of the investigation

The following four questions provided the foci of the investigation:

1. Can the meanings which young schoolchildren give to the terms

"one-half", "one-quarter", and "one-third" be identified, and how are these
meanings affected as the children progress through the middlegrades of
elementary schools?

2. Do the meanings which a child gives to the terms "one-half',

"one-quarter", and "one-third" vary, deper.ding on the context in which the

terms are confronted? In particular, do the meanings vary for different

continuous embodiments, and is there a difference between meanings given to
continuous and discrete embodiments?

a)

one - 'one one -
half .quarter thed

,

it

none of
the5e.

2

3 000
000000

It.

I
3. Do children generally acquire an understanding of 1/2 (incontinuous and
discrete forms) before 1/4, and is 1/3 generally acquired after both 1/2 and 1/4? (b )

4. Do children possess partitioning concepts independent of their acquisition
of receptive and expressive understandings of the fractions 1/2, 1/4, and 1/3?

Obviously, these questions are not only interdependent, but are also very
large in their scope. We shall now consider the light which data from the

present investigation throw on each question. The discussion of the first

question will be more detailed than that for the others, mainly because many of
the points arising out of the first question are pertinent to the other questions.

2P,D

3

(c)

et=a
4=1:=0 C=.0

8 lollies

L.C3 CC214.3 CC--D-
(>72,3 G C CZ:* 4""'D

is baits
children

11/' /-)
u.

1-19 ri

3. Which o +/-Acc. pictures shows one- vo.rter
y A

Figure 1: The three types of pen-and-papz.r items
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Type of
Embodiment

Continuous I Linear,
or i Area,

Discrete I Volume.

I Mass

Other

Action
Equipment
needed

Circular disc continuous area cutting scissors,
paper disc

String continuous linear folding string

Rectangle continuous area drawing drawings of
rectangles, pencils

Containers continuous capacity/
voltioe

Sphere continuous

,During 4 clear identical
cylinders, coloured
fluid

volume I cutting apple,

Identical
objects

discrete (others) I sharing 112 Uni' x cubes
I I (sa.e colour)

Two kinds of
eti) eel s discretC (ether) ing I A Identical, little

I square.. anti /

I identical little
I circles

Plasticine continuous mass dividing,
weighing

plasticine,
a balance

Equilateral
triangle

continuous area drawing dra%ings of
equilateral
triangles, pencils

Equilateral
triangle

CCnIlnUOUS' 14rITTISIS1. era.. ,. l 3 dra.inrs c'
I discrete I

l I equilateral I rianql es.
prncl I

Figure 2: The structure of interviews.
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for a Grade 4 girl.
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3. THE DATA

1. The meanings which young school children give to the terms

"one - hair', "one-quarter", and "one-third".

One-half

Our data from the pen-and-paper items make it clear that children in Grades

2 - 4 give similar meanings to the term "one-half' when this arises in the context

of a drawing, on paper, of familiar or reasonably familiar elementary closed

shapes which have at least one line of symmetry (for example, squares,

rectangles, isosceles or equilateral triangles, circles, regular hexagons). Nearly

all the children in Grades 2 through 5 were able to identify correctly such

instances of one-half among pen-and-paper items, although it is interesting to

observe that 17%, 14%, 12% and 12% of children in Grades 2, 3, 4, and 5

respectively gave an incorrect response to the pen-and-paper item shown in

Figure 4. The percentage of children in each grade who did not associate the

shaded triangle in Figure 5 with the fraction one-half was much lower.

2 tuhic.in of these Pictures shows one.- half' ?

Figure 4: The line of symmetry for the triangle is oblique.

Figure 5: The line of symmetry for the triangle is vertical.

This result suggests that when the line of symmetry is drawn obliquely

rather than horizontally then some children no longer are prepared to identify the

symbolic representation with one-half. The veracity of this observation was

emphasized in the interviews when children actively made representations of

one-half by cutting circular discs, shading rectangles, and shading equilateral

triangles. Invariably, when axes of symmetry were defined by cutting or

drawing, these axes were "vertical" or "horizontal" with respect to the child.

This suggests that children hold in their long-term memories certain kinus of

visual images of halves of continuous shapes, and that some children experience

difficulty if the orientations of pictorial representations do not correspond to

their visual images.

An important finding from our interview data was that very few children at

any of the grade levels felt the need to check their representations of 1/2, 1/4 and

1/3. Typically, children would estimate the fractional quantity, proceed to carry

out an appropriate operation (e.g. cutting with scissors), and then intimate that

they had done all that was needed to be done. During the interviews this lack of

awareness of the need to check or, indeed of the possibility of checki 'g, was

especially apparent. Of course, such a lack was not obvious from tne

pen-and-paper data.

The data with respect to discrete embodiments of 1/2 were surprising in that

they revealed that many children, even in Grade 5, do not, unless prompted,

associate the expression "find one-half of with the physical act of partitioning

the set into two equivalent subsets. The pen and-paper items which asked for 8

and 10 lollies to be shared equally between two children produced data which

showed that children in Grades 3, 4, and 5 had little difficulty with the idea.

Less than 5% of children at each of these grade levels gave incorrect respnses.

In Grade 2, however, only 53% of the children gave correct responses. When,

in the interviews, the Grade 2 children were asked to show the interviewer

one-half of a set of 12 identical objects an even smaller percentage (24%) gave

the correct answer. During the interviews the spatial configuration of the 12

objects was not symmetrical and, for most children, the interviewers' request to

21
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be given one-half of the objects neither stimulated thinking about symmetry nor

about sharing.

It is interesting to reflect on the percentages of children who nominated

one-half as the fraction to be associated with either or both of the two pictures

shown in Figure 6. Table 2, below, shows the percentages correct on these

pen and-paper items.

1. 0 0 0 I 000
E

*so°
.___ cow

Figure 6: Two discrete representations of one-half

Table 2: Percentages correct on two discrete 1/2 questions

(Grades 2 through 5)

2 3

Grade

4 5

(n=284) (n=390) (n=283) (n=67)

7 23% 28% 36% 40%

Item

19 29% 37% 52% 65%

During the interviews it became clear that many children simply could not

think of a discrete s,:t of objects as a unit which can be partitioned. As one

Grade 4 child said, "There are 12 blocks here so how can you get a half? What
do you mean? Half a block?"

In the interview situation some of those who did appreciate the need to

partition the given set of objects into the two equivalent subsets still gave

incorrect responses. This was especially true in the interview task which

involved 12 objects, 8 of one kind and 4 of another, the children being asked to

give the interviewer one-half of the objects. Many children gave the interviewer

six objects, but not four of one kind and two of another. Partitioning in the

interviews was usually done by a "one for you, one for me" procedure (which

sometimes yielded an incorrect response especially when all the objects were
not the same). In Grades 4 and 5 , however, it was common for children to

divide by two rather than employ a one-for-one procedure. Sometimes a

division by two did not yield a correct answer, but the lack of symmetry of the

two subsets was rarely a matter for concern. By contrast, some children

rearranged the objects so that the "new" arrangement had line symmetry. In

such cases partitioning was usually a visual matter, with no attention being paid
to the numerosity of the subsets.

The interview task in which children were asked to imagine where they

would be if they walked half-way around an equilateral triangle (starting at the

bottom left vertex and walking clockwise) is interesting in that, arguably, it is

simultaneously a continuous and a discrete possible fraction embodiment It is

continuous because it involves length of a continuous path; it is discrete because

the triangle has three sides, and the number of sides might be expected to be

poignant so far as children's thinking about the task is concerned.

This perimeter task was extremely difficult for children in Grades 2 through

5, with 4%, 8%, 18% and 37%, respectively, giving correct solutions. Clearly,

the difficulty arose because of the children's lack of familiarity with the task.

The children simply did not comprehend the instruction, "Suppose you started at

this corner and wanted to walk one-half of the way around the triangle, in this

direction ..." The most common error was to indicate a point half-way along the

2 ' 4-r t)

103



104
"first" side of the triangle; another common error was to indicate that the "first

vertex around" was the answer. For almost all children in (grades 2 and 3 the

task was essentially a spatial one, in that it did not occur to them that the number

of sides which the triangle had could possibly be relevant. At Grades 4 and 5,

however,12 children (17%) and 11 children (46% ) of the respective interview

samples took the number of sides into account - but not all of these could cope

the fact that "one-half of 3 is one-and-a- half'.

In summary, most children in Grades 2 through 5 have a good receptive

understanding of 1/2 if by this we mean the ability to respond correctly to

pen-and-paper items involving pictures of continuous embodiments (like circles,

squares and triangles). A few Grade 2 children, however did not recognize

pictorial representations of a "continuous" one-half when the line of symmetry

was neither vertical nor horizontal. In the interview situation, Grade 2 children

rarely felt the need to check that their physical representations of one-half was

identical to the half "left over", but in pen-and-paper items the need for halves to

be identical was realized by a great majority of children.

One-quarter

Data from pen-and-paper items indicate that while most children in Grade 2

can share 8 lollies equally among 4 recipients they do not associate pictorial

representations of "continuous" 1/4 (e.g. those shown in Figure 7) with the

expression "one-quarter". Even at Grade 5 level many children
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Figure 7: Three pictorial representations of 1/4

do not have this association. In our study, many children associated pictures

like those in Figure 7 with the fraction 1/2. The interviews made it clear why

this was done. Even children in Grade 2, and certainly those in Grades 3

through 5, have acquired the notion that "one-quarter is a half of a half"; they

say the words, and can often physically demonstrate their meaning by cutting or

folding, etc. However, this iterative procedure is only partially understood, in

the sense that while children know that "halving" and "getting quarters" are
related, they are not sure what the relationship is. Much of the difficulty derives

from their uncertainty in respect of the definition of the "whole". For example,
with the rectangle in Figure 7, many children think that the shaded sub-rectangle
is half of the two sub-rectangles on the left side of the rectangle; thus, they

conclude that the shaded sub-rectangle stands for 1/2, not 1/4.

This uncertainty with respect to the relationship between getting "half ofa

half' and "one-quarter" was often evident in the interview situation. When

asked to fold a piece of string to show one-quarter, for example, most children
folded the string in half, and then folded the "double half in half again. But

when asked "where the quarter was", they often could not answer. All they
knew was that "you get one-quarter by getting half of a half'.

Another common error on the "continuous" 1/4 pen-and-paper items (such

as those shown iti figure 7) was to say each picture represented "one-third"

because "tne section was shaded and three were not". This kind of response
relied on thr. -..,nrd association of the numbers 'one" and "three" with the
expression ' one-third". This word association remained strong throughout
elementary schooling.

Despite the fact that in this study the expression "one-quarter" was used and

the expression "one-fourth" was not, most chillten latew that, somehow, the

number "four" and the expression "one- quarto: ' were linked. When children

were asked, at the beginning of the interviews, to say the first thing that came
into their heads when they heard the expression "one-quarter", almost one-third

of the interview sample (in fact, 31%) replied "foe'.



From the receptive point or view, most children realised that for

"one-quarter" you need to have four identical subunits. Thus, despite the

obliqueness of the diameters for the circle in Figure 8, most children responded

correctly to the item.

Figure 8: A pen-and-paper "one-quarter" item

On tasks requiring expressive demonstration of the need for four identical

subunits, the children had more difficulty. For example, in one of the interview

tasks children were given a 10cm length of plasticine and a balance and were

asked to find one-quarter of the plasticine. Typically, children broke the

plasticine in half, then after breaking one, or both, of the helves in half again,

pronounced that they had obtained "one-quarter". However, when asked where

the "one-quarter" was they often floundered. Furthermore, when challenged to

use the balance they rarely had any idea what use it could be in the exercise.

Some picked up one of the bits of plasticine they had obtained and, putting it on

one side of the balance, asked, "Is that what you mean? That's one-quarter?"

Others put one bit of plasticine on one side of the balance and three bits on the

other, or two bits on one side and two bits on the other, or even four bits on one

side.

This lack of awareness, in expressive demonstrations of one-quarter, of the

need to obtain four identical subunits, was particularly obvious in many

responses to the interview task of cutting a paper circle to show "one-quarter".

While the children recognized pictures of "one-quarter" (see the comments on

Figure 8), they often could not cut a circle into four equal sectors. It was more

common for them to cut the air :kin half (approximately) and then to cut the

2 ; 9

halves into sections by cuts which were parallel to the diameter defined by the

first cut.

At the Grade 5 level, while 10 of the 24 children interviewed immediately

cut out a sector from the paper circle which more or less corresponded to

one-quarter of the circle, none of the 10 who did this felt the need to check their

response. Of the other 14 Grade 5 interviewees, 7 obtained 4 pieces by making

3 parallel cuts. At the Grade 2 level no child cut out, directly, a sector which

was close to 1/4. It seems to be the case that by the Grade 5 level many children

have developed, or are developing, a visual image of a sector corresponding to

the expression "one-quarter" - but this kind of image is not present in Grade 2

children.

3.0000 liz1
U000 0 0 0

000
Figure 9: Two discrete representations of 1/4

.A. T.tnn briefly to our data on the meanings children give to "one-quarter" in

discrete contexts. In our pen-and-paper sample it was only at the Grade 5 level

that more than 50% of children associated the fraction "one-quarter" with the

pictures shown in Figure 9 (the percentages of children who did this were 18%

in Grade 2, 22% in Grade 3, 30% in grade 4, 41% in Grade 4, and 52% in

Grade 5). The most common errors on the two representations in Figure 9 were

1/3 (for Item3, and 1/2 (for Item 21), suggesting that the respondents simply

associate 1 the three black "ovals" in Item 3 with "one-third" (because of the

word association), and the two black shapes in Item 21 with "one-half'. Clearly

the difficulties children experienced with discrete "one-half' task,. carried over to

discrete "one-quarter" tasks. The "half of a half' strategy was attempted,

usually unsuccessfully, by some Grade 4 and 5 children in the interview

sample. Only a very small proportion of the interview sample had any idea

22v
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about how to attempt the equilateral triangle perimeter task forZne-quarter' It

seemed to be the case that this task evoked no links with the children's existing

cognitive structures. The children in the interview sample hadno idea on what

the unit was for this task, and since they could not define the unit they could not

obtain four identical subunits.

In summary, we were surprised by the extent of the difficulty experienced

by children in Grades 2 through 5 on 1/4 questions of both the pen-and-paper

and interview varieties. As a result of schooling, children had acquired a "half
of a half notion", but often they did not understand how this procedure was

associated with the expression "one-quarter". Also, if in a "continuous"

pen-and-paper 1/4 question one section of a diagram was shaded and three were

not, then, throughout the grades, many children thought the diagram represented

"one-third" because of the word association of "third" with "three".

In "discrete" 1/4 questions, of both the pen-and-paper and interview

varieties, children throughout the grades tended not to be able to identify the

"whole" and, therefore, were not able to partition, even though they knew four

subunits were required. Being asked to walk one-quarter of the way around an

equilateral triangle confused most of the interview sample. Children simply did

nolknow what the expression "one-quarter" meant in this context. By Grade 5,
most children could respond quickly to "continuous" 1/4 pen-and-paper tasks

and could apply the "half of a half' procedure in interview tasks involving

"continuous" 1/4. However, despi..; the fact that almost all fifth-grade children

were successful in sharing eight lollies among four children (on a pen-and-paper

item), about one-half of the fifth-grade interview sample could not cope with
"discrete" 1/4 questions.

It is only by Grade 5 that some children seem to have developed a mental

image of the shape of "one-quarter" in certain common "continuous"

embodiments (for example, a circle).

22/

One-third

Three pen-and-papers items asked children to share 6, 12, and 18 lollies

respectively among three children. These questions were done extremely well

by almost all children in Grades 2 through 5. During the interviews it became

clear that children in Grade 2 tended to use a "sharing" procedure to partition the

given sets of lollies. This procedure continued to be used by the children in

Grades 3, 4, and 5 but by Grades 4 and 5 the appropriateness of a division

procedure ("eighteen divided by three equals six") was recognised by more than
50% of the interview sample.

Whirl. oc these. Ficiure.o shows onethird?

Figure 10:Two pen-and-paper 1/3 questions

Most Grade 2 children found the questions shown in Figure 10 difficult,

with only about 30% of responses being correct. By Grade 5 more children

recognised the need for identical subunits, but still 25% gave incorn.^t

responses. The interviews made it clear that children are tempted to cut circles

vertically in attempts to obtain "one-third" subunits. They have no visual image

of 120°sectors.
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On pen-and-paper 1/3 items requiring children to associate a fraction with a

given picture, children in Grades 2 through 5 performed little better than what

might have been expected from random responses. Except for the "sharing"

idea, which most had acquired and could apply well, the children's

understanding of "one-third" left much to be desired.

A
Figure 11 Two "continuous.' 1/3 pictures

Children looking at the pictures in Figure 11 seemed to know, intuitively, that

the shaded portions were not "one-half', despite the fact that therewas one

shaded section and two unshaded sections. If it was not "one-half', then they

had no procedure for working out what the fraction might be. They opted for

"one-quarter" because this was the only other fraction they had heard much

about.

This identification of "one-third" with "one- quarter" was very common in

the interviews. Often the child would use a "half of a half' procedure and then
say that the "one-quarter" which was obtained was, in fact, "one-third". Also,

when this was done it was not uncommon for the "three-quarter" sections which

were obtained to be associated in the children's minds with "one-third". This

linking of 3/4 and 1/3 seemed to derive from the word association of "three" (in

"three-quarters) and "third" (in "one-third"). Certainly many children did not

know that "one-third" is less than "one-half' and, in the interviews, children

often said that a container almost full with water wa "one-third". Figure 12

shows two responses from Grade 2 children who had been asked to shade

"one-third" of a circle and "one-third" of a triangle. In both cases the children

emphasized that it was the shaded pal( that was "one-third".

2 c) 3

Figure 12 Children's representations of "one-third"

With the 10cm length of plasticine, many children broke the plasticine into two

unequal sections and said the longer part was "one-third". Those who did break

the plasticine into three parts rarely obtained three equal parts, and were

nonplussed when asked to use the balance to see if they had obtained

"one-third". Indeed, even those who succeeded in obtaining three roughly equal

parts rarely knew what to do with the balance to check that they had obtained

"one-third".
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Figure 13 Two "discrete" arrays showing 1/3

Children had even less idea of "discrete" 1/3 than they did of "continuous"

1/3. In the arrays shown in Figure 13 the responses "1/2", "1/4", and "none of

these" (i.e. none of 1/2, 1/4 and 1/3) were ac numerous as "1/3" for children in

Grades 2 through 5. In the interview situation when children were given 12

identical counters and asked to show "one-third" of them, they rarely knew how

2 2 4'T
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to begin. Yet, if they had been given 12 lollies and asked to share them equally

among three people most would have been able to do it.

The almost total lack of understanding of "one-third" was especially

apparent on the interview task involving going "one-third" of the way around

the equilateral triangle. We had thought that perhaps this was a "one-third"

embodiment which the children would grasp because the triangle had three sides
of equal length. However, we were mistaken. Indeed, even at the Grades 4

and 5 levels most children did not relate "one-third" to the sides of the equilateral

triangle, and less than 10% of all the children intervi,:wed obtained thecorrect

answer. The vertex for "two-thirds" was nominated more often than the vertex

for "one-third".

In summary, while children know how to share a reasonably small number

of objects among three people (provided the sharing can be done equally), they

do not identify appropriate "whole" for "continuous' and "discrete" 1/3 tasks in

both the pen-and-paper and interview varieties. Since they do not identify the
"whole" they are not able to carry out partitions correspondii. to "one-third".

For "continuous" tasks, they have no visual image of what "one-third" of a

shape looks like and therefore nothing to guide them in their choice of strategy,
The only hint they detect of the meaning of ".., e-third" is the word association
of "third" with II c'. When, in the interview situation, the children were

asked "What is the first thing that comes into your :lead when I say one-third?"

the most common response was "three". But the meaning they gave to the

linking of "three" with "one-third" was highly idiosyncratic. If, in "continuous"

1,4 questions they saw a picture with one part shaded and three parts not

shaded, then this might be "one-third". If they think they can see "one-quarter"

of a "continuous" shape then the other larger section might be "one-third"

because it is "three-quarters" and there is a word association of "third" with

"three". So, in the interviews, many children produced representations which

were more than "one-half' of a defined "whole" when they were asked to show
"one-third". As several interviewees commented, "That's about three-quarters,
and three-quarters is a third, isn't it?" It is not surprising, then, that virtually no

child in the interview sample, at any grade level, could confidently assert that
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"one-third" is more than "one-quarter" but less than "one-half".

2. Do the meanings children give to "one-hair, "one-quarter"'
and "one-third" depend on context?

When mathematics educators have written about children's conceptions of

fractions they have tended to concentrate on children's abilities to identify

appropriate "wholes", to p; tition "wholes" in ways corresponding to given

fractional quantites so that identical subunits are obtained, and to demonstrate
fractional quantities by shading or cutting or folding etc. on a very limited range

of tasks (e.g. circles, rectangles, and plasticine). Our data indicate that the

notions of "wholes", and "partitioning", and "equal parts',' are not part of the
cognitive structures of elementary schoolchildren.

In our study, children in Grades 2 through 5 did best on pen-and-paper
"continuous" 1/2 and 1/4 questions in which circular, rectangular, and linear
pictorial representations were given. They also did well on the pen-and-paper

"continuous" 1/2 question in which an equilateral triangle with a vertical axis
of symmetry was given. The success on then: luesticns seemed to be n._:e
related to standard visual images being stored in the children's long-term

memories than to children's analyses of the pictorial representations. Clearly,
the above-mentioned representations (circles, recta,.b.es, lines, and triangles) are

often used by teachers when teaching the "fractions" 1/2 and 1/4.

Children don't think about "wholes" or partitioning: rather, hearing a verbal
stimulus (e.g. "one-half' or "one-quarter") causes them to consult their

long-term memories and io evoke appropriate visual images. In most cases, this
image has a vertical or horizontal line of symmetry. So, on pen-and-paper
questions where the line of symmetry is neither vertical nor horizontal, children

experience greater difficulty. Of course, it is very unlikely they can verbalise the
fact that they are using visual imagery, and our interview tasks had the children

attempting to explain what they were doing using words and concepts which

they nad heard their teachers use. Of course, the children did not often really

understand what the teachers had told or shown them. Thus, for "one-quarter"
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tasks, "half of a half' iteration ideas and word-association procedures were

often erroneously used.

Our cl a make it abundantly clear that "discrete" 1/2, 1/4, and 1/3 questions,

whether in pen-and-paper or interview form, are much more difficult than

"continuous" questions. Children simply have not stored visual images Li these

cases and are therefore forced to use their misunderstandings of their teachers'

ideas of "wholes" and partitioning, and "equal shares". The same comment

applies to the interview task involving the perimeter of an equilateral triangle.

We believe, then, that the meanings children give to 1/2, 1/4, and 1/3 depend

very much on whether the context is "continuous" or "discrete"; also, for

"continuous" representations, certain shapes are easier than others because of

the visual imagery factor. Interestingly, in the past, neither children, nor

teachers, nor educational researchers have paid much attention to imagery in

connection with children's learning of fractions.

3. Is 1/2 acquired before 1/4, and is 1/4 acquired before 1/3?

Table 3 summarises our response to this question.

Table 3 The relative difficulties of 1/2, 1/4 and 1/3

1/2

rec exp
1/4

rec exp

1/3

rec exp

continuous 1 3 2 4 5 11

discrete 6 8 7 9 10 12

rec. stands for "receptive mode" (e.g. pen-and-paper item)

exp. stands for "expressive mode" (as in interview tasks)

The entries in Table 3 indicate the relative difficulty of typical questions in that

2 2 7

category. Our data indicate that "continuous" 1/2 receptive-mode questions are

the easiest, "continuous" 1/4 receptive-mode questions are the next easiest, and

so on, with "discrete" 1/3 expressive-mode questions being the hardest.

It is fallacious to say that 1/2 questions are easier than 1/4 questions which,

in turn, are easier than 1/3 questions. Table 2 makes it clear that whether a

question is "continuous" or "discrete", or involves receptive or expressive

modes, are crucial considerations for predicting the likely difficulty of fraction

tasks for elementary schoolchildren. Textbook writers and teachers might do

well to ensure that tasks associated with each of the 12 cells in Table 2 are given

due attention in school mathematics programs.

4. Do children possess partitioning concepts independent of their

understanding of the fractions 1/2, 1/4, and 1/3?

The short answer to this question is "yes". Our pen-and-paper items

involving equal sharing of lollies with given numbers of people made it clear to

us that children who can share equally are not necessarily able to give meaning

to the expressions "one-half', "one-qua .ter", and "one-third". The ability to

partition seems to be largely independent of children's knowledge of fractions.

Putting it another way, in most contexts the notions of "equal sharing" and

"fractional quantities" are not related in children's cognitive structures. This

applies to children in Grades 2 through 5. The only exception would appear to

be with "continuous" 1/2, 1/4, and 1/3 tasks for circular or rectangular

er xliments. Sometimes chih..en associate these with an event like sharing

sections of a birthday cake. Often they associate circles and rectangles with

classroom episodes on fractions.

4. SOME FINAL COMMENTS

Many elementary schoolchildren all around the world find the learning of

fractional concepts difficult. It is our view that this is because teachers,

textbook writers and educational researchers, when addressing the issues

associated with the teaching and learning of fractions, use language and physical
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demonstrations which confuse children. Children give different meanings to

fractioli words, in different contexts, and the meanings they give are not even

known to themselves, let alone to adult observers. In future, we need to pay

more attention to visual imagery, to the distinction between receptive and

expressive medevo the distinction between "continuous" and "discrete"

embodiments, and to the peculiar features associated with the actual

embodiment. Thus, investigating fractional understandings in situations

involving 2-D drawings of shapes, or manipuilating actual 3-D shapes, or

capacity and volume, or perimeter, or mass, or time, might yield quite different

data so far as children's thinking is concerned.

Our challenge, then, is to acquire ar. understanding of the meanings a child

attaches to a fractional expression (like "one-third") in different contexts.

Careful consideration of Table 3, in this paper, might be especially helpful in

this regard. Certainly the notions of a "whole", and "partitioning" and "equal

shares" are important and must always be kept in mind by teachers. But !et us

be wary of imposing adult conceptions on children's minds. If we do this, then

children will continue to have fractional understanding of fractions.
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Student Represenations of Simple Electric Circuits

L. Danusso, F. Dupre'.

Department of Physics-University of Rome "La Sapienza"

Alternative frameworks in electricity are expected to be less

stable than in mechanics: since electric phenomena are not as

pervasively present to the conscience of the children as

mechanical ones, their common science representations or

models appear later in life, they are not as compelling and

are easier to change. But this does not mean that the

correct scientific view is more easily established.

In a collaboration with J.L.Closset we have been interestcd

in following the evolution (1) of some of the already known

frameworks which students utilize when studying electric cir-

cuits.

Closset (2) described the "sequential" method as one of the

most diffuse ones : the circuit is examined step by step

starting from the battery, the current "decides" locally what

to do, e.g. it divides evenly at branch points since it

"does not know what comes next", and if the circuit is modi-

fied only the elements downstream are affected by the

change. This model needs obviously to know the sign of the

travelling charges since it has to establish the direct...on of

the current flow.

Another common-sense procedure which we call the "constant
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vale, " is to endow the electric properties directly to the

circuits elements: when they are on, a battery produces

always the same amount of current, a lamp lights up always

the same.

Notice that the constant-current battery representation is

the only one which entails a certain feeling of the circuit

as a system, since the current made available by the battery

has to be divided up among all the circuit elements.

We used together two of Closset's tests, the "hot iron" and

the "three lamps", with the idea of probing the coherence in

the use of frameworks. We proposed them to high-school pupils

either before (st (b) ) or after (st (a) ) formal instruction

on electric circuits, and to university students in biology

(Bio ) and in physics (Phy ) before they studied circuits at

university; in this case the difference is made by

spontaneous motivation selection.

The answers have been grouped into blocks: besides the "OK"

one and the "No" answers, the "Sequential", the "Constant

Value" and "Others".

The hot.iron test (fig.1) seems to be easier ut that is due

only to an ambiguity, since the problem is not enough defined

to yeld one answer: as the heat developed b- the iron is

maximum when its resistance is adapted to that of the

circuit, and since the test does not specify the ratio of the

resistances of the two lamps to that of the iron, the

required increase of the heating could be achieved either by

an increase or by a reduction of the iron resistance. But
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student has ever discovered this difficulty: they always

reason in terms either of an increase of the resistances or

of the current, but never think of their interaction.

Accepting as "correct" both an increase or a decrease of

luminosity of the lamps, the hot iron test scores well

between 20 and 55% ) (fig.2), although never for the correct

reason.

The sequential reasoning reveals itself in two ways: by a

lower luminosity of the downstream lamp to begin with, and by

a further dimming of the same lamp after the iron increased

its absorption, coherently with the common-sense expression

of "current consumption". But for others the iron behaves

more like a dam which holds up "the current", thus increasing

at the same time the light in the upstream lamp. Notice that

this is a very interesting interpretation of conservation

of current.

The sequential model features two different sets of answers,

depending on the flow direction of the current,i.e. the sign

of the carriers. The ratio of positive to negative current

shows an interesting pattern (fig.3), which suggests that

formal instruction reduces the worry about the "real" current

being made of electrons flowing the other way round.

The "three lamps" test ( fig.4) has the advantage that the

correct answer can only be obtained the correct way; its

lower scoring ( from 0 to 20%) ( fig.5) is probably only due

to this. The sequential reasoning is revealed by the fact
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that the luminosity of lamp 1 is unaffected wh °n the circuit

is modified; this model features a consistently high score.

As for the constant value procedure, if it applies to the

battery, the two lamps give more light afterwards, since they

share the same current which before had to be divided by

three; if the scheme applies to the lamps, both their

luminosities remain unchanged.

Analysing both tests together gives rise to a matrix (fig.6 e

fig.7), on which those students which are completely coherent

reside on the main diagonal. Before instruction there is a

certain amount of them which are coherently "constant

energy", and only few are completely "sequential". This

changes afterwards, the impression one gets is that the

school training increases the sequential reasoning (which is

already known to appear later (1), a probable effect of the

school). The second effect of instruction is to spread the

answers over a wider spectrum: starting from a fairly cohe-

rent situation, either sequential or constant value (but with

only one correct answer!), the students scatter much more

over the matrix, to reach again a less dispersed situation (

but with a high percentage of sequentials!) only with the

phyzics students, a population sample selected by moti-

vation.

The scattered or missing answers, being 25% before in-

structice rise after it to over 50%, and remain there to

descend again to 25% only for the physics students sample.

We gave a more complicated circuit at a real university
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examination to 230 biology students (the "coo simple"

researchcircuits are thought to be too easy in the normal

school routine), asking to compare the luminosity between

selected couples of a 10 lamps circuit (fig.8 ). The

sequential reasoning appears most dramatically when comparing

lamps 5 and 6, which lights up differently in 28% of the

sample, in a way which depends on the current flow direction.

The most common error (80% of the sample) states the equal

brightness of lamps 1 and 7: usually this answer is due to a

sequential model, but often it explicity demonstrates a new

type of constant value reasoning: the resistances are from

the beginning defined as being either "series" or "parallel",

these featuring 1/2 or 1/4 etc. of the original current,

depending on their level in the hierarchy. In this framework

1 and 7 are parallel of the first level.
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MECHANICS: GUIDING NOVICES' PROBLEM ANALYSIS
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A major problem in education is to convey a sencA of

how problems in a domain of inquiry are approached by an

.xpert. This means not only providing the student, or

novice, with some knowledge of the body of facto relevant to

the domain, but also imparting a sense of how the facts are

interrelated and of what heuristics are useful for solving

problems. The researcn reported in this article

investigates the effects of structuring the problem solving

activities of novices in the domain of classical mechanics

in a way consistent with the problem solving approaches used

by experts. Such structuring was accomplished through the

use of a hierarchical, computer -based problem analysis tool,

which interactively developed equations appropriate for

solving mechanics problems.

That novices and experts store and use domain- specific

knowledge in distinctly different ways is the consensus of a

number of studies in such diverse fields as chess (Chase &

Simon, 1973), computer programming (Ehrlich & Soloway,

1982), electrical circuits (Egan & Schwartz, 1979), and

classical mechanics (Larkin, 1979). Expers tend to store

information in hierarchically structured clusters related by

underlying principles or concepts. When attempting to solve

a problem, experts initially focus r' the principles and

heuristics that could be applied to solve that problem. In

contrast, the knowledge base o. 'ices is more homogeneous

and has fewer interconnections. When solving problems,

novices do not focus on principles or heuristics that could

be used to construct a solution strategy, b -t, rather focus

on the actual equations that could be manipulated to yield

an answer (Chi, Felto'rich & Glaser, 1981; Larkin, McDermott,

Simon & Simon, 1980; Mestre & Gerace, 1986).

Recent studies (Eylon and Reif, 1984; Heller and Reif,

19841 suggest it may be possible to improve the problem

categorization skills and the problem solving performance of

novices by using an instructional approach that imposes a

hierarchical, expert-like organization both on information,



and on problem solving heuristics. Eylon and Reif (1984)

found that subjects presented with a physics argument

organized in hierarchical form performed significantly

better on recall and problem solving tasks than did subjects

who were presented the same argument non-hierarchically. In

addition they found that the hierarchical presentation of a

set of rules needed to solve a particular class of physics

problems resulted in better performance on similar problems

than a non-nierar Moe' presentation of the same set of

rules. These results suggest that the organization of the

informaPion imparted in teaching may be as important as the

information itself, since the organization has an effect on

intellectua- performance.

In anther study, Heller and Reif (1984) showed that

novices taught to perform qualitative analyses of force

problems, cc idering principles, concepts, and heuristics,

improved in a,ility to construct problem solutions.

Interestingly, qualitative analyses are commonly performed

by experts, yet novices are not even implicitly taught how

to perform such analyses. Even novices who had received

high grades in their mechanics course were unable to perform

meaningful qualitative analyses before training. Together,

the two Reif studies indicate that the performance of

novices on eral types of tasks can be improved when they

are taught 'g pedagogical approaches designed to reflect

expert-like k ledge organivtion and behavior.

In the'pL ent study novices actively participated in

problem solving activities which were structured to reflect

our best understanding of how physics experts analyze

problems. The treatment involved five one-hour sessions

during which subj,cts solved a total of 25 classical

mechanics problems using a menu-driven, problem-analysis

program, termed the Hierarchical Analysis Tool. Problem

analysis activities were structured by presenting the novice

with a series of questions and options dynamically generated

by computer software.
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The user begins the analysis from the initial menu

where s/he is asked to select the appropriate principle that

could be applied to solve the problem under consideration.

Subsequent menu selections are dependent on prior choices,

and involve both concepts and heuristics. The analysis is

termed hierarchical because the selections become

increasingly specific to the problem situation as one

progresses. At the end of the analysis, the user is

provided with a set of equations which a-'e consistent with

the menu selections made during the analysis, and which

could be used to solve the problem. The subject must then

manipulate these equations to construct a final solution.

The effects of this treatment were compared with that

of two other treatments, each intended to reflect some

aspect of the problem solving behavior observed in novices.

In one treatment, novices were provided with the textbook

that they had used in their physics course and asked to

solve the set of 25 mechanics problems as they would in

doing homework. In the other treatment, novices used an

equation data-base program, termed the Equation Sorting

Tool, to obtain the equations needed to solve the same 25

problems. This sorting tool contained all the useful

equations found in the commonly used freshman mechanics text

written by :,:.,enick and Halliday (1977). The body of

equations could be reduced to a small, m-aageable number by

performing sequential sorts according to principles or to

surface-featirre attributes similar to those employed by

novices in categorization and problem solving tasks.

The effect of these treatments on problem

categorization and problem solving skills was assessed using

two me ares. Ono measure was a test designed to be similar

to a traditional final exam in a freshman level classical

mechanics course and was intended to measure changes in

problem solving skills. The test contained a mixture of

problems requiring the application of either one or two

principles for solution.
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Results from the Reif studies suggested that subjects

who used the Hierarchical Analysis Tool might improve more

in problem solving performance than either of the other two

comparison groups. This suggestion should be qualified by

noting that the current approach is significantly more

ambitious than that employed in the Reif studies, which

focused on specific classes of problems, rather than the

entire field of classical mechanics. Unlike the treatments

employed in the Reif studies those used here did not present

organized, domain specific information, nor did they provide

explicit instructlo. in problem solving strategies.

The other measure, constructed specifically for this

study kHardiman, et al., 1987), was a judgment task designed

to detect shifts toward reliance on a problem's deep

structure (i.e., principle used for solution), ra,ler than

its surface features (i.e., objects or terminology uses in

the problem), in problem categorization. The task consisted

of 32 items, each composed of a model problem and two

comparison problems. Subjects were asked to judge which of

the two comparison problems would be solved most like the

given model problem.

Each comparison problem was designed to match its

associated model problem in either surface features (S),

deep structure (D), both surface features and deep structure

(SD), or neither surface features nor deep structure (N).

Comparison problems were paired together, such that only one

of the comparison problems matched the model problem in deep

structure. This meant that comparison problems could be

paired in four ways: 1) S-D, 2) S-SD, 3) N-D, and 4) N-SD.

The variation of surface features and deep structure

allowed us to investigate shifts from novice-like, surface

feature-based categorization to expert-like, deep structure

categorization (Chi, et al., 1981). Assuming a

categorization strategy based strictly on surface features,

the following predictions should hold for performance in the

four categorias: 1) S-D: always chose S, so 0% deep
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structure choices, 2) S-SD: S and SD both match in surface

features, so both are equally good choices, implying 50%

deep structure choices, 3) N-D: neither alternative is a

good choice, predicting 50% deep structure choices, and 4)

N-SD: the surface feature match is consistent with the deep

structure match, so 100% deep ..truc vre choices. The

predicted pattern of performance for experts, assuming a

categorization strategy based strictly on deep structure,

would be :00% for all four item types. Thus, a shift to

more expert-like categoriz tion strategies should be

evidenced by an increase in percentage of deep structure

choices in the first three categories, particularly on S-D

items.

DESCRIPTION OF COMPUTER-BASED TOOLS

Since understanding the findings of this study hinge

on understanding the treatments that subjects received, this

section is devoted t, describing the architecture and

functioning of the two computer-based tools. Both tools

were designed as resources to help r..vices construct problem

solutions. As such, neither tool provided the user with an

actual answer to the problem under consideration. The final

result in both cases was one or more equations that could be

applied to solve the problem. After using either tool the

subject still had to synthesize and manipulate the equations

generated during the analysis to write out a formal

so'ution. More over, if the computer-based tools were used

inappropriately, then the equations generated would be

incomplete or inappropriate for solving the problem.

Hierarchical Analysis Tool

The Hierarchical Analysis Tool presents the user with

a series of menus and options that require responses to

well-defined questions that an expert might pose when

analyzing a classical mecha.sics problem. This Analysis Tool

does not explicitly ',Aar or provide feedback to the user --
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it only provides a mechanism that constrains the user to an

expert-like approach to problem analysis. The best means of

understanding its structure and function is through an

example. Let 1.3 consider t4. following problem:

PROBLEM 1

A small block of mass M
slides along a track
having both curved and
horizontal sections as
shown. The track is
frictionless. If the
particle is released
:rom rest at height h,
what is its speed when
it is on the horizontal
section of the track?

Figure 1 contains the series of menus and menu

selections that appropriately analyze Problem 1 (we have

placed an asterisk next to the appropriate choices to

facilitate discussion). Several features of Figure 1 should

be noted. The first menu asks the user to select among four

fundamental principles that could be applied to solve the

problem. Sinc' this problem can be solved most easily using

work and energy principles, menu selection #4 is the

appropriate choice. The second menu is more specific and

asks the user to describe the mechanical energy of the

system. Explanatory information is provided (enclosed in

parentheses) to help the user decipher the choices

prose, d.

Heuristics dictate the choices presented in menu level

3: the user is asked to classify the changes in mechanical

energy by considering one body at a time at some initial and

some final state. In problem 1, the block starts out with

only potential energy and ends up with only kinetic energy

(assuming one takes the potential energy to be zero, level

with the horizontal prrtion of the track). The fourth menu

2

level asks the user to characterize the changes in kinetic

energy, which in this case are comprised purely of changes

in translational kinetic energy. The user must then specify

the boundary conditions (i.e., conditions at the beginning

and end points). Then, the cycle of questions is repeated

to describe the changes in potential energy in menu levels 6

and 7.

At menu level 8, th?.. user is asked whether there is

more than one body in the system. Since there is not, the

next screen gives a summary of the solution plan generated

thus far, which includes the principle that was selected at

the first menu level, now stated in a general equation form,

as well as the specific equations dictated by the selections

made during the analysis. If appropriate selections were

made, then the general and specific equations can be

combined to generate a correct answer to the problem. For

Problem #1, the user would have to manipulate the equations

given in menu le "el #9 of Figure 1 to obtain the correct

answer, namely, v

If the user makes an inappropriate selection at any

menu level during the analysis, the end result is a set of

equations that is consistent with the classification scheme

selected, but that may be inappropriate for use in solving

the problem. The user becomes aware of errors he or she

committed during the analysis only by recognizing that a

particular set of menu options, or that the final set of

equations, do not fit the problem ':eing analyzed. In this

case, the iser may back up to some previous menu and change

a selection or, if s/he desires, return to Menu 1 to restart

the analysis. To keep track of his/hur menu selections the

user does have the option of listing all the menu selections

made previous to the current menu. If any of the terms that

appear in the menu choices are unfamiliar, the user can

press a key to look up that term in a glossary. The

Hierarchical Analysis Tool then returns to the analysis

without loss of continuity.
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At _.te final men. presented in Figure 1, the user must

deLide whether or not the analysis for the problem is

complete. If the problem can be solved with the set of

equations that was generated, then the user can say that the

analysis is finished. If necessary, the user can review the

set of equations generated once more. However, if the

problem has more than one part and requires the application

of more than one principle, then the user can opt to

continue the analysis of the problem. For example, consider

the following twist to Problem #1:

PROBLEM #2:

A block of mass m, is
released from rest at
height h on a
frictionless track
ht ing both curved and
horizontal sections as
snown. When the block
reaches the horizontal
section, it collides and
sticks to another block
of mass m

2 .
Find the

final speed of the two
block system.

m2

Problem 2 must be solved using a sequential application of

work-energy and linear momentum principles. To obtain the

splec; of block ml when reaches the horizontal part of the

track the user would use conservation of energy, just as in

Problem 1. Then the user doutd return to the f'rst menu to

continue the solution, selecting "Linear Momentum" in order

to determine the final speed of the two-block system after

t:le collision. The end result is two "equation screens"

that may be used to solve the problem: one allowing the

computation of the speed of ml when it reaches the bottom of

the rat.43, and the other allowing the compution of the final

speed of the two-block system.

The Hierarchical Analysis Tool ,:an also be used to

analyze problems that could be solved using distinctly
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different methods. For example, the following problem could

be solved by selecting either "Work and Energy" or "Newton's

Second Law or Kinematics" at the first menu level:

A ball is released from rest at height h in the
earth's gravitational field, and allowed to fall
freely. What is its speed just prior to hitting the
ground? Neglect air resistance.

The selection of "Work and Energy" would lead to an analysis

similar to that presented in Figure 1. Choosing "Newton's

Second Law or Kinematics" wcild put the user onto a path

leading to the kinematic equations governing motion under

the influence of a constant acceleration; in this case, the

acceleration is caused by the earth's gravitational field.

Both paths would result in final menus containing equations

that would be appropriate for solving the problem.

Equation Sorting Tool

The Equation Sorting Tool is intended to be consonant

with _he problem solving habits that have been observed in

lovice physics students. It is a data base of equations

used in classical mechanics that can be sorted in three

different ways: 1) by Prot tm Types, such as "inclined

plane" and "falling bodies," 2) by Variable Names, such as

"mass" and "velocity," and 3) by Physics Terms, such as

"potential energy" and "momentum." The Sorting Tool was

designed to reflect the fact that novices tend to focus

the'r efforts on finding the appropriate set of equations

that can be manipulated to yield an answer. The "formula

sheet," a solid mosaic of equations, that many students are

allowed to bring to exams offers blatant evidence of this

approach. Further, novices appear to cue on a problem's

surface features in deciding what equation to use. These

surface feature3 can be classified via the three categories

listed above.
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The data-base contains 178 equa_ions from the first

fourteen chapters of the commonly used classical mechanics

text, Physics, by Resnick and Halliday (1977). This data-

base can be reduced to a small number of related equations

by performing sequential sorts. For example, to analyze

Problem 1 the user may first choose to perform a sort

according to the Variable Name "height." This produces a

list of those equations containing the variable "h." The

user then has the option to browse through the reduced

equation list, or to perform another sort. If the user

chooses to perform another sort, a logical choice might be

the Problem Type "sliding bodies." The data-base is then

reduced to those equations that both contain the v&rishle

"h" and are pertinent to sliding bodies. After a few such

sorts, the number of equations is reduced to a small,

manageable number, from which the user .an select the one cr

two equations needed to solve the problem.

PARTICIPANTS IN EXPERIMENTS 1 AND 2

Subjects

Forty-nine undergraduate students at the University of

Massachusetts who had completed the first semester physics

course for majors or for engineers, and received a grade of

B or better, participated in this study. Seven of these

subjects were eliminated, fi, due to attrition, one because

of an extremely low level o performance, and one because of

ceiling-level performance, leaving a total of 42 subjects.

The subjects participated in ten hour-long experimental

sessions, for which they were paid fifty dollars.
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Sessions

In the first session, a problem solving pretest was

given (Experiment 2 reports pre- and post-test results). On

the basis of pretest scores, the 42 subjects were divided

into three treatment groups of 14 subjects each. The pre-

treatment similarity judgment task was given in session 2

(pre- and post-treatment similarity judgment task results

are reported in Experiment 1), followed by the pre-treatment

explanation task in session 3 (reported in Touger et al.,

1987, these Proceedings).

The treatment phase of the experiment o'..curred in

sessions 4 through 8. In each of the five sessions of the

treatment phase, the subjects solved a set of five problems.

These problems were of different types based on the solution

principle(s) that could be applied to solve them: 1) Force,

2) Energy, 3) Linear Momentum, 4) Angular Momentum, and 5)

Combinations of 1-4. The five problems within a session

were randomly ordered, and the five sets were randomly

distributed across sessions.

The three treatment groups varied in the type of

problem solving activity that they participated in, in

sessions 4 through 8. Members of the Hierarchical Analysis

Tool group (HAT group) used the Hierarchical Analysis Tool

to generate equations tailored for the problem situation

prior t, 'lying each problem. The Equation Sorting Tool

group (EST group) used the Equation Sorting Tool to sort the

equation data base and choose those equations that might be

relevant for solving the problem. The members of the

textbook group (T group) were proided with a copy of the

textbook that they had used in their particular physics

course, and were allowed to use it as they wished to help

them solve the problems.

Session 9 and 10 consisted of three post-treatmett

tasks: 1) the problei solving post-test, constructed to be

equivalent in difficulty to the problem solving pre-test, 2)

t.,
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a repeat of the similarity judgment task, and 3) a second

form of the explanations task.

EXPERIMENT 1: SIMILARITY JUDGMENT TASK

The similarity judgment task requires that subjects

decide when two problems would be solved similarly. A

variety of conditions can be constructed (described in the

introduction), which require that subjects distinguish

between essential (deep structure) and nonessential (surface

features) characteristics of similarity among problems.

This task was employed to determine whether subjects would

more likely focus on a problem's deep structure after

engaging in one of the three types of problem solving

treatments. Since The Hierarchical Analysis Tool constrains

the subject to an initial aecision concerning the principle

to be applied, we hypothesized that the HAT group would be

more likely to focus on a problem's deep structure after

treatment than either of the other two groups. The

improvement should be particularly noticeable for the S-D

items, where the the surface feature and deep structure are

in direct competition.

The task contained 32 items. Each task item was

composed of three elementary mechanics problems that were

similar in type and level of difficulty to problems in the

commonly used textbook written by Resnick and Halliday

(1977). The problems were each three to five lines long and

contained only text (no pictures or diagrams). For each

item, or of the three problnms was identified as the model

problem, while tha other two were the comparison problems.

The subjects were to indicate which of the two comparison

problems they believed "would be solved most similarly" to

the model problem.

A comparison problem could share different numbers of

and types of characteristics with its model problem. Four

types of comparison problems were designed, each

corresponding to one of the following matching
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characteristics: 1) surface features, meaning that tne

objects and descriptor terms that occur in both problems are

similar, 2) deep structure, meaning that the physical

principle that could be applied to solve both problems is

the same, 3) both surface features and deep structure are

the same for both problems, or 4) neither surface features

nor deep structure are the same. These four types of

comparison problems were termed S, D, SD, and N,

respectively. The following is a sample model problem and

the four comparison problems that were constructed to

accompany it:

Model Problem

A 2.5 kg ball of radius 4 cm is traveling at 7 m/s on
a rough horizontal surface, but not spinning. Some
distance later, the ball is rolling without slipping
at 5m/s. How much work was done by friction?

S Alternative

A 3 kg soccer ball of radius 15 cm is initially
sliding at 10 m/s without spinning. The ball
travels on a rough horizontal surface and
eventually rolls without slipping. Find the
ball's final velocity.

D Alternative

A small rock of mass 10 g falling vertically
hits a very thick layer of snow and penetrates 2
meters before coming to rest. If the rock's
speed was '5 m/s just prior to hitting the snow,
find the average force exerted on the rock by
the snow.

SD Alternative

A 0.5 kg billiard bail of radius 2 cm rolls
without slipping down an inclined plane. If the
billiard ball is initially at rest, what is its
speed after it has moved through a vertical
distance of .5 m?

N Alternative

A 2 kg projectile is fired with an initial
velocity of 1500 m/sec at an angle of 30 degrees
above the horizontal and height 100 m above the
ground. Find the time needed for the projectile
to reach the ground.
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In constructing allowable pair. of comparison problems

to accompany a model problem, two comparison problems of

different types were paired together, such that one of the

two comparison problems marched the mode" problem in deep

structure, while the other did not. This constraint led to

four types of comparison problem pairs: 1) S-D, 2) S-SD,

3) P-D, and 4) N-SD.

In addition to varying the types of comparison sets,

the deep structure and surface features of the model

problems were also varied. Mere were initially eight model

correct). After eliminating the 12 items that used model

problems 5, 6, and 7, there was no longer a model problem

main effect in the expert data, F(4,28) 1.65, p- .1885.

Eliminating these items from the novice analyses did not

significantly alter any results.

The task was presented on IBM compatible PC's, to

which a three-key response unit was attacned. Lie subject

was told to read carefully the model problem and the two

comparison problems which would appear below it. Then they

were to decide whether comparison problem A or comparison
problems, later narrowed to five. Each model problem used

ii the study appeared four times, once with each of the four

types If comparison sets. The deep structure and surface

features of the eight model problems were as follows:

problem B would be sr Jed most like the model problem, and

press either the button labeled A or the button labeled B on

the response unit to indicate their decision. The items

were presented in random order, with no limit imposed on

time tr respond. After every 5 items, the subject was siveh
Model Prob. Deep Structure Surface Structure the opnortunity to take a brief rest. Most subjects

1 Forces (Statics) Spring, Friction completed the task within 45 minutes.
2 Energy Spring

3 Linear Momentum Two Blocks, Spring Results

4 Work-Energy Rolling Ball, Friction The performances of the 42 subje;ts were -.:mpared in a
5 Angular Momentum Rolling Ball, Friction^ 3 (Treatment Groups) (Suoject- s) x 2 (times) x 4
6 Angular Momentum Spinniag Stick, (Comparison Types) x 5 (Mode/ to znulysis of
7 Linear Momentum Collision* variance. Before considering tho effects most relevant to
8 Forces (Dynamics) Friction, Moti. . this experiment, i.e., time and treatment groups, we will

* Not used in the fihal analyses

Preliminary analysis of the data from a group of eight

experts indicated that the eight model problems were not of

equal difficulty, F(7,49) 6.04, p<.0001. The experts'

mean performance for the eight model problems ranged from

100% to 59% of the deep structure choices. Since it was

important to establish a baseline of problems in which

experts consistently agreed on the answer, the three model

problet , in which the lowest mean performance was obs.rved

were eliminated. These were model problem 5 (72% correct),

model problem 6 (69% correct), and model problem 7 (59%

2Ei3

discuss the influe...e of Comparison Types ane Model

Problems. There were differences among the four types of

comparison problem pairs, F(3,6) - 482.55, p4.0001, which

followed the general pattern predicted 'oy our hypothesis

that novices would select comparison problems m-tching the

model problem on surface features. Performance on each of

the fouitypes was (averaged over the pre- and post-task):

1) S-D, 27% (predicted 0%), 2) S-SD, 54% (predicted 5CI),

3) N-D, 70% (predicted 50%), and 4) N-SD, 92% (predicted

100%). There were Else differences among the five Model

Problems, F(4,8) - 2/-b3, p- .0002. Mean performance ranged

from 78% correct on the Forels/Spring-Friction problem

2:-.; 4
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42% correct on the Energy/Spring problem, with a mode of 61%

correct. However, there were no significant interactions of

either Comparison Type or Model Prob'em with Treatment Group

or Time. Since these differences among Comparison Types and

Model Problems are characteristic of novice. in general, and

not of the treatment per se, we refer the interested reader

to Hardiman, Dufresne and Mestre (1987, the..e Proceedings)

for further treatment of these topics.

The main question under investigation in this

experiment was whether experience with the Hierarchical

Analysis Tool would promote a shift toward reliance on deep

structure rather than on surface features. The results

indicate an affirmative response to this question.

Initially, there were no differences between the groups, as

can be seen in Table 1. Overall, there was a minor,

insignificant improvement in performance after treatment for

all subjects, from 60% on the pre-treatment task to 62% on

the post-treatment task, suggesting that it takes more than

a minor amount of practice to accomplish this shift toward

reliance on deep structure. Hence, the fact that there were

significant differences among the three groups in the amount

of improvement from pre- to post-treatment on the judgment

task (see Table 1), 1q2,39) - /.18, p.02, is or

considerable interest.

Table 1: Pre- and Post-treatment Percent Correct for the 3

Groups

Group

HAT

ELT

T

Total

pre-treatment

56%

61%

post-treatment

66%

61%

58%

60% 62%

The HAT group showed a significant improvement in

performance from the pre- to the post-treatment session,

F(1,13) 5.20, Further-more the HAT group was the

only group to show any indications of improvement; the mean

performance of the EST group remained the same, while the

performance of the T group declined. This result suggests

that the Hierarchical Analysis Tool does promote a shift

toward the u_, of deep structure, while the two control

treatments do not. This shift was consistent across

Comparison Types, as can be seen by improvements of at least

6 percentage points in ea:h of the four categories (see

Table 2). This improvement was significant for the S-D

comparison type, t(13) - 3.12, p- .0324 (adjusted for four

tests), which is encouraging given that the S-D items, where

surface features and deep structure are in direct

competition, present the most difficulty for novices.

Table 2: Pre- and Post-treatment Performance of the HA Group
on the Four Comparison Types

Comparison Type Pre-treatment Post-treatment

S-D 17% 34%

S-SD 53% 61%

N-D 67% 76%

N-SD 88% 94%

Conclusions

The results of Experim.nt 1 indicate that the

hierarchical approach to problem solving, exemplified by the

Hierarchical Analysis Tool, does help students to shift

their decision making criteria for problem categorization

from one based on surface features toward one based on deep

.tructurs. Ws :peculate that of the Hi.rnrchicql

Analysis Tool oromotea this shift because it highlights the

2 Ffj



importance of applying principles to solve problems by

asking subjects to select the appitcable principle in the

very first menu they encounter. Even if the user is not

able to answer all of the subsequent questions correctly,

the principle to be applied to obtain a solution may still

be recognized as primary.

EXPERIMENT 2: PROBLEM SOLVING TEST

The problem solving pre- and post-tests were intended

to assess changes in problem solving as a function of

treatmen. We expected that all subjects would improve in

performance from the pre- to the post-test, since all

subjects would have spent the same amount of time in problem

solving activities during the treatment phase. However, we

hoped that the HAT group would outperform the EST and T

groups in the post-test for the reasons mentioned earlier.

The tests were composed of seven elementary mechanics

problems that were similar in type a-4 difficulty to both

the problems used in the treatment sessions, as well as to

problems that appear in the freshman level text by Resnick

and Halliday (1977). Four of the problems involved the

application of a single physical principle, while the

remaining three problems each required the application of

two physical principles. Two forms of the test were

constructed (Forms A and B), such that corresponding

problems could be solved by applying the same principle(s)

using approxinately the same number of steps Half the

subjects te,:eived Form A first and Form B second, while the

other half took the tests in the opposite order.

The principles used to solve the seven test problems

were:

Problem Number

1

2

3

4

5

6

7

Principle

Forces (Statics)

Conservation of Linear Momentum

Conservation of Energy

Conservation of Angular Momentum

Energy (applied twice) and Linear

Momentum

Energy and Angular Momentum

Forces (Dynamics) and Torques

(Dyaamics)

TLe subjects were given approximately one hour to

solve all seven test items. They were told to indicate as

much of the problem solution as they could, even if they

were not able to reach a final solution. In addition, they

were asked to attempt to solve all of the problems before

spending inordinate amounts of time trying to solve a

problem that they had no idea how to approach.

For the pre-test and the post-test two scores were

given for each problem: 1) a score of was given for

correctness of the principle chosen tor solution, and 2) a

score of 1 was given for the correctness of the final

answer. The tests were graded by two physics experts.

Whenever the F 1 for a test item differed between the two

graders, the ion was reevaluated and a grade determined

by consensus.

In addition, performance on the 25 problems given

during the treatment sessions (five problems in each of five

sessions) vas also analyzed. The scoring method was

identical to that used for test items.
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Results

The data was initially analyzed using a 3 (Treatment

Group) x 14 (Subjects/Groups) x 2 (Forms) x 2 (Times) x 7

(Items) analysis of variance. The two forms of the test

were combined for all the analyses to be reported here, as

there was no main effect of Form and no interactions

involving Form. The level of performance on the pre-test

was quite variable for both the correctness of principle

measure and the correctness of final answer measure. For

the correctness of principle measure, scores ranged from 0%

correct to 1005 correct, with a mean of 37% correct. The

pre-test means for the HAT, EST and T groups were 36%, 39%.

and 35% correct, respectively, and did not differ

significantly. For the correctness of final answer measure,

scores ranged from 0% correct to 86% correct, with a mean of

26% correct. The means for the LAT, EST and T groups were

respectively 195, 325, and 21 correct, and again, did not

differ significantly.

The difference between mean percent correct principle

and the mean percent correct answer was significant, F(I,39)

g 29.12, p<.0001, indicating that correct computation of the

final answer did not always follow a correct determination

of the principle(s) needed in solving the problem. However,

the probability of computing the correct answer, given that

the subject had identified the correct principle, was high

(7C%), and no subject computed the correct final answer

wichout first correctly identifying the principle for

solution. These last two facts suggest the relative

importance of an appropriate initial problem categorization

in reaching a correct answer.

Identifying the principle needed for solution ws not

equally difficult for all items, F(6,234) 30.73, p<.0001,

and neither was correct solution, F(6,234) :5.45, p<.0001.

In general, subjects were able both to identify the

principle of solution, t(41) - 10.91, p<.0001, and to solve,

t(41) 8.99, p<.0001, the one-step problems more easily

2D

than the two-step problems. Tho one exception to this trend

is the one-step angular momentum problem, as an examination

of Table 3 indicates. It is possible that the limited

amount of experience students have with angular momentum

influences their ability to recognize the solution principle

involved. The substantial improvement in performance on the

post-test after treatment on the angular momentum problems

supports this argument.

Table 3: Correctness of Principle and Answer for Pre-test
and Post-test

Item Principle

Pre-test

Principle Answer

Post-test

Principle Answer

Forces 67% 36% 85% 50%

2 Linear Mom. 79% 74% 88% 81%

3 Energy 52% 31% 74% 62%

4 Angular Mom. 19% 9% 55% 50%

5 Energy & 26% 26% 28% 261

Linear Mom.

6 7.nergy & 2% 2% 7% 4%

Angular Mom.

7 Forces & 12% 4% 9% 7%

Torques

Performance on the post-test showed significant

improvement in both identifying the correct principle needed

for solutim, F(1,39) - 21.48, p<.0001, and computing the

correct answer, F(1,39) - 23.32, p<A001. However, for

neither measure was the, actual amount of improvement

overwhelming; on the average, subjects obtained one more

question correct on the post-test than on the pre-test (a

difference of about 14%). An examination of Table 4 shows

that all three groups improved by about the same number of

points.
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Table 4: Pre-test and Post-test Performance by Groups

Principle Answer
Group Pre-test Post-test Pre-test Post-test
HAT 36% 45% 19% 34%
EST 40% 51% 32% 46%

35% 53% 27% 41%

Overall 37% 5CZ 26% 40%

The significant improvement in performance was due to

improvements on the single-principle problems only, for both

correctness of concept, F(1,39) -2' 89, p<.0001, and

correctness of answer, F(1,39)-7 .56, p<.0001. Hence,

although the experience gained in each of the treatments

helped subjects achieve higher problem solving scores, no

treatment improved subjects' ability to solve problems

involving two principles. This is not surprising for the

EST and T groups. However, the Hierarchical Analysis Tool

had a specific provision for handling multiple principle

problems: subjects could return to the first menu in the

hierarchy and continue the analysis after invoking the

second concept. Since even the HAT subjects did not improve

in performance an the two-princi 'e problems, we can

conclude that the logic of the HAorarchical Analysis Tool

alone is not sufficient to provide the insight that more

than one concept must be considered in corstructing the

solution.

Clearly, our prediction that using the Hierarchical

Analysis Tool would benefit problem solving performance more

than using the Equation Sorting Tool or a textbook was not

Examining performance on the 25 problems solved

during the five problem solving sessions provides some clues

as to why the HAT group did not make larger gains in

performance.

It was possible to compare the progress of subjects in

all throe groups .hrough the treatment sessions because the

subjects were required to write down a final solution to
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each problem when they had completed their analysis. These

problem solutions were scored for correctness of the

principle chosen and for correctness of the final answer.

:he scores for each session are presented in Table 5.

Table 5: Performance on the 5 Problem Solving Sessions

HAT EST

Principle Answer Principle Answer Principle Answer

Session

1 51% 30% 51% 36% 51% 33%

2 49% 27% 56% 44% 67% 37%

3 60% 57% 56% 67% 56% 49%

4 60% 39Z 67% 53% 61% 44%

5 53% 23% 66% 46% 61% 46%

Overall 55% 32% 59% We% 59% 42%

Although the differences between the groups are not

significant, the mean percent correct performance of the HAT

group is lower than that of the other two groups. In

addition, if performance on sessions 1 and 2 is compared

with performance on sessions 4 and 5, the HAT group does not

appear to have improved over time, while the EST and T

groups show a modest improvement. The HAT group also had the

lowest overall score on the correct principle measure,

although the means of the three groups were much closer on

this measure.

Of some interest its the finding that the Hierarchical

Analysis Tool users 'ompute the correct solution after

identifying the correct principle only 58% of the time.

This is to be contrasted with 74% for the Equation Sorting

Tool users, 712 for the textbook users, and 70% for the

combined groups on the pre-test. This result suggests that

the Hierarchical Analysis Tool was not being used

4t)2
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effectively and/or interfered with the process of

determining the answer. If the analysis tool was being used

effectively, the HAT users should have been able to compute

the correct solution, after identifying the correct

principle, well over 70% of the time; the program

constructed the exact equations needed for solution while

the user responded to the menu options.

Conclusions

The results of Experiment 2, like those of other

studies (Chi, et al., 1981; Schoenfeld & Herrmann, 1982),

indicate that novices have considerable difficulty

identifying the principle needed to solve a problem.

Novices had particular difficulty when a problem required

the application of more than one principle; they often could

not decipher the multi-principle problems well enough to

identify even one of the principles needed to construct a

solution. The results of both the pre-test and the post-

test indicate that correct identification of the applicable

principle is a necessary, and substantial step in developing

the correct solution strategy.

Experience in solving problems is one way to improve

proficiency in identifying the correct principle and

computing the final answer. Subjects in all three treatment

groups improved on ooth of these measures. It was our hope

that the Hierarchical Analysis Tool would enhance the 'ffect

of this experience. However, it did not appear to do so.

Tne apparent difficulty subjects experienced in effectively

using the Hierarchical Analysis Tool may provfde an

explanation for why the HAT group did not improve more on

the post-test. It would not nave been possible for subjects

to appropriately internalize the logic implicit in the

analysis tool if they had never been able to use the tool

effectively.

2 t3 3

SUMMARY

The problem solving activities of novices were

structured in the domain of elementary mechanics, in a

manner consistent with the hierarchical approaches used by

experts. This was accomplished with a computer-based system

called the Hie.-archical Analysis Tool. We found that

novices who solved proolems using the analysis tool: 1)

shifted their decision making criteria for problem

categorization from one based on surface features to one

based on deep structure, and 2) improved their overall

problem solving performance.

The effect of the Hierarchical Analysis Tool on

problem categorization is particularly interesting since it

was the only problem solving treatment that promoted a shift

toward expert-like problem categorization. Neither solving

problems in the traditional way using a mechanics textbook,

nor solving problems with an unstructured computer-based

system (Equation Sorting Tool) significantly changed

subjects' problem categorization - as measured by the

Similarity Judgment Task. In contrast the HAT group

exhibited sifts toward expert-like categorization for all

model problems and all types of comparisons.

The effect of the Hierarchical Analysis Tool on

problem solving performance was less dramatic. While the

analysis tool did improve novices' skill for identifying the

solution principle and computing the correct answer, the

improvement was comparable to what occurs when novices

practice problem solving using a textbook as a resource.

There may be several reasons why solving problems with the

analysis tool did not improve performance beyo-d this more

traditional approach. We list three:

11 Subjects could not appropriately internalize

the logic implicit in the analysis tool because the tool was

not used effectively, and/or the duration of treatment was

too short.
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2) Subjects did internalize the logic of the

analysis tool to some degree but perhaps some other

ingredient is needed to make it useful in solving problems.

For example, recent research has identified feedback and

reflection as two characteristics in succesful models of

cognitive apprenticeship (Collins, Seely Brown and Newman,

in press).

3) The textbook has certain pedagogical

advantages over the Hierarchical Analysis Teol in that it

provides the subject with organized information, motivation,

explanations, examples, etc.

Perhaps one of the more surprising results of this

study is that subjects who solved problems using the

unstructured and noepedagogical Equation Sorting Tool, also

improved in their problem solving performance and by about

the same amount as the other two groups. If we conclude

from this that the increase in performance for each group

was merely the result of practice, it raises a question as

to why subjects in the HAT, and T groups could not take

better advantage of the positi "e aspects of their treatment.

If the improvement in performance for the EST group resulted

from some quality of the sorting tool itself, it is

neccessary to determine the precise nature of its success.

To answer these questions requires looking at how the

computer environments were used to solve problems.

Currently we are investigating in detail how both novices

and experts used the two computer-based tools.

In conclusion, it is our view that structuring

novices' problem allying activities will be a powerful tool

for conveying to novices a sense for how experts approach

problems. Such structure serves to highlight the importance

of certain concepts or principles, the re/atiow,hips between

different concepts, and the usefulness of various methods

24'. =5

and procedures. However, to enhance the effectiveness of

structuring novices' problem solving, -.rme pedagogical

materials based on a hierarchical approach must be

developed.

ACKNOWLEDGEMENTS

We would like to thank Ms. Shari Bell and M . Ian

Beatty for their help in analyzing the data.

REFERENCES

Chase, W.G. L Simon, H.A. (1973). Perception in chess.

Cognitive Psychology, 4, 55-81.

Chi, M.T.H., Feltovich, P.J. & Glaser, R. (1981).

Categorization and representation of physics

problems by experts and novices. Cognitive

Science, 5, 121-152.

Collins, A., Brown, J.S. & Newman, S.E. (in press).

Cognitive apprenticeship: Teaching the craft of

reading, writing and mathematics. In L. Resnick

(Ed.), Cognition and Instruction: Issues and

Agendas. Hillsdale, NJ: Lawrence Erlbaum Assoc.

Egan, D.E. & Schwartz, B.J. (1979). Chunking in recall of

symbolic drawings. Memory & Cognition, 7, 149-

158.

Ehrlich, K. & Solowtoi, E. (1982). An empirical investigation

of the tacit plan knowledge in programming.

Re. -arch Report 0236, Department of Computer

Science, Yale University.

Eylon, B.S. & Reif, F. (1984). Effect of knowledge

organization on task performance. Cognition &

Instruction, 1, 5-44.

2C

129



130
9crdiman, P.T., Dufresne, R. & Mestre, J. (1987). Physics

novices' judgments of solution similarity: When

are they based c princles7 In these

Proceedings.

Heller, 7.I. & Reif, F. (1984). Prescribing effective human

problem zolving processes: Pzoblem description

is physics. Cognition & Instruction, 1, 177-216.

Larkin, J. H. (1979). Information processing models in

science instruction. In J. Lochhead & J.

Clement (Eds.), Jgnitive Prc ss Instructior..

Hillsdale, NJ: Lawrence Erlbaum Assoc.

Larkin, J,H., McDera,tt, J., S! vn, & Si=r, H (.990).

Models of competence in solvi.g physics

problems. Cognitive Science 4. 317-345.

Mestre, J.P. & Gerace W.J. (1986). Studying the problem

lolvir_ behavior cf experts end novices in

physics via computer-based problem-analysis

environments. Program of the Eighth Annual

Conference of t :ognitive Science Society (pp.

741-746). Hi:* 'ale, NJ: Lawrence Erlbaum Assoc.

Resnick, R. & Halliday, D. (1977). Physics. New York, NY:

Wiley & Sons.

Schoenfeld, A.M. & Herrmann, D.J. (1982). Problcm perception

and knowledge structure is expert and novice

mathematical problem solvers. Jou/nal of

Experimental Psychology: Learning, Memory &

Cognition, 8, 484-414.

Touger, J., Dufresne, R., Gerace, W. & Mestre, J. (1987).

Hierarchical organization of knowledge and

coherent explanation in the domain of elementary

mechanics. In these Proceedings.

2137

1

2

3

4

5

F 1 r4.IRE 1

Its aoloalltlo 000000 to tits sett ..0 2.11.0.1attant
...vs 4 la / 1 la. t 11so0tl1

7 satalat ...tat *
7. /11.0

Io NO sot

1/1.0e Ilat Mot 041//tt1aat -
11110111 (NIal se. (0/I.1.11 101411 (I. A oo)oo)o tr.

...sty III .T.001. OM .1 I. aes01olt1 ...as
II 2..:7.41.:t.1t..1..::2.):.,:.1.1.::.4.,..

,..... ostat yoot 11.1101s

(1) 00000 (s/l o (2)1.1. (malt '0110t 441. loss

..1110 I. 1.g. a m 00000 meoa C. ....70 l a Ws at sow o0000 11.01 oo) o

I. 2.o1 to sisatle sae's?
1 2... is a.. oo00000 rossar
1 :Ns, Is sottlol pa 11.11e ..

...

(/atbatt (0)1). saw (0).). 11)10 ..1.111...

001. I. esaspo la 11.1)1. .11.11
II (Nlo Is In 11,1..1 .1.11 ants,

1 CU
). CSoogr Is tto.lotlotal 04 11 11 «111

II.. .4141 soot ovlott/o.

111.2.2 Maio .00 (01..4 01.11 1011. .11. 101

1.«11. It. 1,04ar1 1.4111114

1 so 1.181 ttot01.11.01 11.11 ... r/
7 0. /1001 tru1a11a...1 11.1It ...Ills
I. 00000 o1 sad 21001 ttodallovil 11.0. 1 «111.

111.. 1.1« 1.0 4011.0401 .

(2/111.2 10411 1111..02 (01.11 (1 kat .11111.6

7

8

in

retrIm sa Is TO 0000000 w.,

11 0.1 ....MI ..
1 64.0.41. .atlas
I t,.. 000 to 000000000 1.41 n1 11 t

1..2 I. .1.1101.

(11///t1 41 l)ala to.. (0)1..ss 10/11 Itht atttla

II TIM t. Ses...try ..1111.
1. Ns otal so 0000000 .III

.2 0. 11441 .0.
1 I... aa4 /1.41 oto .01 so 000000 1 aart

el... a...t.teltoot

({71.11. (1)11s (2)11.rato 10/.11 (1)11) oolattt.1

l t.ta 000000 Is t.0Stts o sat . .011.41
I. Va2 .

Ph..

(II 00000 Islol Malt Illlt o0000 Iwo

Is .sl-Paatss TS.a. 0000 U t. vort. 4 .1. 00
all .......atl. 00000 la roval t t. 11/412. la t.

.e.altal .....t., / Oa 0000o
., ft ft

Lttz lagaloo.
" 0 1241.14 0.t 1

It (I/2.0W
11.0101)

Ils 00000 oar 471 t t.t..

WI 1.14 Lessor

I 10.11.1 WSWI
1. 'T.. to I< 7010 . 101. ooltl
7. tart. se .we olatl. at 00000

111.11 ollta T., ,a,,,,,.,
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Australia

Introduction:
Understanding in mathema--s and science has traditionally been assessed through

tests and :Pr;ises. These methods, however, reveal little of students' perception of

mathematics or of science, nor of heir use of mathematical and scientific language in

other contexts. Although recent teaching in these areas has focused more on pupil

interest and involvement than has been the case in the past,

research in mathematics and science education has still tended to utilise or examine

student responses to solving proHeris chosen by the teacher or researcher, rather

than.incorporate student-generated ideas or problems.

This is, perhaps, surprising in view of the emphasis being given ,o accepting and

building on children's ideas. Perhaps this reflects the extent to which we value the

problems we create for our students, and how we still tend to feel 'the expert' even

though we 'listen to' and 'build on the understandings students bring to the

classroom.

When students make up problems, their view of the content areas is inextricably

embodied in their creation. By superimposing the idea of a difficult problem,

2#39

students' responses reflect their perception of difficult', in ^ form that involves their

repertoire of concepts.

In mathematics education, several recent research studies have referred to the use of

students' made-up problems. Krutetskii (1976), for example, cited examples of

gifted children who enjoyed making up their own mathematics problems and solving

them. Ellerton (1980), in a pilot study investigating how children develop abstract

ideas. asked children to maid up a problem that would be tificult for a friend to

solve.

A research study conducted by Hart (1981) fired children's made-up mathematics

problems to investigate how children dr tw on concrete situations to describe

symbolic expressions, and Bell et a! ,1984) used mathematical p...blems created by

students to "vestigate how numer:ral and operational misconcept. ins car be
idertifie Joth of these stushes, a symbolic expression was given and students

were as d to make up a story that fitted. Ellerton (1986a) described contrasting

features of mathematics problems made up by talented and by less able students.

The tasks:
As pan of a large scale study of the developmnt of abstract reasoning (Ellerton,

1985), .tudents were asked to make up a mathematics problem that would be quite

difficult fot a friend to solve. Suggesting a problem for a friend ,vas intended to help

the students project their thinking beyond themselves, while keer...g the context in

an +vitro iment familiar to themselves and their peers. In addition, the inclusion of

for a friend was designed to stretch the students to the limit of their concept

development; students were also asked tc provide the answer, thus giving the
researcher an inbuilt check on the extent of each student's level of concept

attainment. The sample incorporated a total of eight secondary schools in South

Australia, and ten secondary schools in New Zealand. Year 4 children were simply

asked to make up a mathematics question or problem that would be hard to answer,

and were reminded 'don't forget to N. k out the answer'. -.'ears 4, 6 and 7 pupils

were drawn from primary and secondary ,t7hools in the Geelong district of Victoria.

As there was no overlap between the samples used for the made-up problems in

mathematics and in chemistry, mathematics problems have been selected from

students attending schools set in socio-economic areas similar to that of the school

which the science students attended.
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A sample of 56 science students from Years 8 to 11 (ages 13 to 16 years) from a

state secondary school set in a middle class suburb of Geelong, Victona was asked

to respond to the following:

Write a chemistry question that you think would be difficult to answer.
If this question was in a teat, how would you respond?

In this case, students were asked only for a difficult problem, without the additional

restriction of for a friend. This approach was taken because many of the students

concerned ere only starting to formulate their ideas of what chemistry
inco.porates, whereas students of this age have been accustomed to mathematics for

many years.

To assess their interest in chemistry, a semantic differential list incorporating sixteen

adjectives (see Appendix) wa.- given to each of the students. By assigning numencal

'aloes from -3 to +3 (including 0 for a neutral reply), a total attitude rating could be

given to each student ( -24 4 possible rating 24).

Results:
Part 1: Mathematics problems

Problems have been chosen for inclusion here to illustrate the type and style of those

written by the sttnients in this sample.
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The view of mathematics presented by the students whose problems have been

reproduced above was predominantly a formal one which used very few words and

retied heavily on symbolic mathematical language. Word problems were rare and
made up less .han ten percent of the total.

In some cases it was evident that the students had recet.tly ben workingon the topic

chosen by a large proportion of the class for their made-up problem - the fractions
for Year 6 was one such example. During an interview with one of the students from

this class, one of the boys was able to recite, fluently, the formal language
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associated with hie fractions he had written. When asked if he would have written

the same (quite ^omplex) problem if he had been asked to make up one that would

have been difficult for himself to solve (instead of a friend) he said no, and
described a practical shopping problem that involved a very simple fraction. Inspite

of his apparerr fluency with the language, he had had few practical experiences

(Ellertun, 1986b).

Part H: Science problems

Problems have been chosen for inclusion here to illustrate the type and style of those

written by the students in this sample.

Year 8:

Year 8:

Year 8:

Year 9:

Wha: is a compound?

I would respond by trying to answer it. Lt.1 didn't know it I would

leave it out and come back to it

(Girl, aged 13 year 10 months; attitude rating: 1)

What is a substance?

I find it difficult to answer.

(Boy, aged 13 years 8 months; a, :,:de :at:ng: -21)

What is a chemical reaction?

I would respond by r. it knowing whrt it is and leaving it blank

(Girl, aged 13 years 8 months: attitude rating: -24)

Why the planet Earth is the only one with an atmosphere eg with

oxygen, carbon dioxide, etc

(Girl, aged 14 years: attitude rating: 8)

Year 10:

Write the solubility rules of Nitrate, Chloride, Sulfate and Carbonate.

Answer- All nitrates are soluble.

All chlorides are so.':thle except silver and lead.

All sulfates are soh.* except lead and barium.

All carbonates are soluble except sodium, potassium and ammonium

(Boy, aged 15 years 4 months; attitude rating: 3)

2 15

Year 10:

What cormed when iron (II) nitrate solution and sodium hydroxide

soliaion are mixed together?

I wouldn't respond because I couldn't. This is a difficult qu
(Boy, aged 15 years 2 months; attitude rating: 7)

Year 10:
sodium + sodium ---> ?
carbonate nitrate

If this question came up in a test I'd panic, then leave it andgo on to the
next question.

(Girl, aged 15 years 10 months; attitude rating: 15)

Year 10:

Year 10:

Year 10:

Year 10:

What are the steps involved in writing correct equations?

(Boy, aged 15 years 8 months; attitude rating: -3)

Balance equations.

Ca (Cl) + Na (PO4) - - -> Na Cl + Ca (PO4)

I would tackle it and give it a go but would probably get it wrong.

(Girl, aged 15 years 11 months; attitude rating: 2)

Why do we write chemical equations?

(Girl, aged 15 years 9 months; attitude rating: -12)

What is...the testfor oxygen?

Pour something into a test tube. Heat. Move glowing splint over open
end. If splint flares a.Kvgen is present.

What is the testfor carbon dioxide?

Pour some chemical into a test tube. Heat. Move la splint over open
end. If splint goes out carbon dioxide is present.

(Boy, aged 15 years 9 months; attitude rating: 6)
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Year 10: Table 1 summarizes the content areas covered by the chemistry questions made up
Ncme all the compounds and elements in symbol form ant' ;0 by Years 10 and 11 students in the sample. The mean attitude rating for students was
showing how many positives and negitive. found to increase in going from Year 10 to at- 11, although the value of 1.1 for the
(Girl, aged 15 years 6 months; attitude rating: -6) rating suggests only a very slightly positive attitude towards chemistry. The range of

attitude rating values was from -24 to ,-22, with only four students showing an

Give the atomic numbers of the ei'ements. attitude rating of +16 or more.

Fain, trial and error until one looks right or I remember what it is

Lack back to see if it's on a previous page.

(Girl, aged 16 years 6 month!. attitude rating: -2)

Year 11:

Year 11:

List the emf series in correct order.

My Answer: I'd leave it out.

(Girl, aged 16 years: attitude rating: -13)
Year 11:

Year 11:

Year 11:

State the atomic number of all the elements on the periodic table.

"Would fail chemistry"

(Boy, aged 16 years 3 months; attitude rating: 10)

Explain how metal reflects light.

If I didn't know the answer, I would not do it.

(Girl, aged 16 years 10 months; attitude rating: 10)

Why do electricians say that the electrons move from + to - when we

are taught from - to +

(Boy, aged 16 years; attitude rating: 5)

Table 1: Numbers of students making up problems in particular content areas.

Year

equations periodic emf, cbetalcal explanation;
table: pKa reution rules

naming no mean
compounds problem attitude

made up rating

10 5 3 8 1 4 -4.0

11 3 s 2 4 6 1.1

217

Years 8 and 9 students have not been included in Table 1 because all of those who
made up problems concerned themselves with definitions such as those given ?3
examples. Mean attitude ratings for Years 8 and 9 were -14.6 and -2.4 respectively,

with the highest ratings being 7 and 8. Seven of the nine Year 8 students with
attitude ratings of less than -20 did not make up a chemistry problem at all.

Discussion:

The students' responses suggest that, not only did many students in this sample
(particularly at the more junior level) find chemistry confusing and uninteresting, but
they perceived it as composed largely of facts, figures, definitions and symbols.
Very few students alluded to the investigative side of chemistry.

The problems presented as difficult seemed to achieve their level of difficulty by
placing a larger load than normal on students' memory span - difficulty was seen to

parallel the need to memorize more facts. There was a clear response that if a
problem was too difficult, it would simply not be attempted. Resignation to an
inability to answer difficult problems was also evident.

The perception of difficulty of particular concepts in chemistry has :k-en .7xplored by

Johnstone, Morrison and Sharp (1971) and more recently by Butts .tna Smith
(1987). In the latter study, students rated fifty concepts on a four point scale from
easy to extremely difficult. The survey showed that many students report
experiencing difficulty with some of the fundamental concepts related to atomic,
ionic and molecular structure. Some of the results suggested that the interpretation of

macroscopic observations in terms of atomic and molecular properties may be more
difficult for many students than teachers anticipate. This is consistent with the
made-up problems included above, where students seemcd to have difficulty in
writing down equations to represent simple practical experiments.
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Conclusions:
The problems made up by the students reflected the subject areas they have come to
know as mathematics and chemistry. Thus both were perceived as formal factual
and literal areas with little room for imagination and investigation. An element of
mystique seemed to dominate some responses ('pour something into a test tube').
Solutions to the problems were perceived as either unattainable or difficult to attain.

Thus students in the samples perceived mathematics and chemistry in a very
restricted light; presumably the set of experiences that they had come to associate
with the terms mathematics and chemistry at school reflected this perspective.

If, at this point, we decided to analyse some of the difficulties that many of these
students would have been experiencing in the classroom,we may be able to identify
some misconcept'ons concerning particular concepts. To do so, however, would be
to neglect the basic observation that these students carry with them misconcepnons
about the very nature of mathematics or of chemistry. Thus any attempt to identify
misconceptions about specific concepts needs to take account of each student's
perception of the subject area. A student, for example, who views chemistry only as
a set of unrelated facts and figures may have great difficulty in balancing a simple
but unfamiliar equation. The Year 11 student who made up the following problem,
for example, could be described as having an inadequate understanding of the
concept of equations - but, viewed from the perspective outlined here, this student

appears to see chemistry as a jumble of unrelated symbols and facts. The latter
misconception, in fact, can account for the former.

,_ -ti. .., 4,
AO -t A/Q1 CL.7. 1 in,./4# ,` /WI- tin? 1. 4-t) t 4.ry 41) ----r

'CO t Cr. 0 4./4t//4 6-Fe- 44(.% ) 'Cr a t E0 4. CI. 04-"?..
)'. 2

8-9,-,..cc 7.Aut- eet.....r,,,,,., 4J) r,,,r) 7."1" t'"f -,CE 7.../C-)

Thus it is the set of experiences that define mathematics and chemistry for students
that needs to be addressed in the first instance. Until this is done, the source of
misconceptions of particular concept areas will often remain ambiguous. Perhaps the
most pertinent comment of all was made by the Year 10 student (attiaide rating -15`
who wrote:

I 31)tAla. 44C tnz_ ab4,, t ar.c.,fia.
) Cdr r. f',Crt LA-1%.8414-51:arAA--

--r. -- --.,---,
Surely this represents the greatest misconception of all.
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Appendix: The following section ?bows puts of adjectives Look at each pair and Mink
about Flow the words describe chemistry For each PIO of ad/ear/es put a
tick in the box which shows now you think chemistry is oest desctibed

Boring

Easy

Fun

Hord

Semantic differential items Cosepticsted Simple

used with science students Itunterestust 0 Interesting
in this study.

I sopa me*
Unimportant

Confusing
Understandable

Disorsanaed Organise]

Useful
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PRAGMATICAL CONCEPTIONS IN THE ATOMIC DOMAIN

Guy Faucher, Department of Engineering

Physics, Ecole Polytechnique, C P. 6079.

Succ. "A", Montreal H3C 3A7, Canada

INTRODUCTION

It is well known that, in the area of

classical physics, students develop naive

conceptions which may be in conflict with the

accepted views of science. For example,

noticing that in ordinary life moving objects

will stop unless a force is applied, they will

believe gn a F - v law instead of the Newtonian

one, F a Even at the university level many

still think that a ball thrown upwards does not

feel a force at the top of its trajectory, since

v = 0 at that point (Viennot 1979).

Sometimes the spontaneous reasoning of

students is more sophisticated and based less

directly on observations With a circuit

consisting of a battery and 2 resistors (or 2

bulbs), the "milkman delivery" model states that

the current will be higher in the resistor

nearest to the battery and smaller in the other

one: after passing through the first resistor

the current is used up and delivers less. The

current behaves sequentially (Shipstone 1983).

Students have difficulties in considering the

circuit as a system (Closset 1983).

Alternative frameworks exist also in other

fields, especially optics and thermodynamics

They are very robust and resistant to change

20

(Champagne 1983) The common factor of these

naive beliefs in classical physics is that they

are more or less extracted from experiences in

daily life or from analogies with it This

factor snould be absent in the area of modern

physics where there is no equivalent in daily

life. It has been argued by Bachelard (1983)

and others that, then, the obstacles are purely

epistemologicai.

The difficulty encountered in conceptua-

lizing wave-corpusule duality is quite typical.

In the macroscopic world we deal with particles

which are localized and with waves which extend

in space. When the electron is introduced, it is

classified as a particle (even as a point

particle, most of the times). The idea that the

electron might be also a wave seems absurd from

the macroscopic point of view. The dilemma will

be solved when we accept that the macroscopic

entities, wave and corpuscule, cannot be

transposed to the microscopic domain. We refer

the interested reader to Bachelard for an

interesting discussion on epistemological

obstacles.

Though we accept the Bachelardian thesis

epistemological obstacles are of primary

importance, especially in modern physics we

describe here the frequent attitude of

pragmatical conceptualization which we have

observed among university students. After

defining that attitude and describing some of

its features, we will show that it originates

from a strictly empirical view of science held

by those students. Our picture will be

2 c ), 4,
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illustrated by misconceptions picked up to a

quantum mechanics course after a few years. the

students had previously followed a modern

physics course. Only misconceptions held by a

sizable fraction (at least 1/3) of each class

will be used and most of them will be taken from

the atomic domain

PRAGMATICAL CONCEPTIONS (PC)

The students developing pragmatical

conceptions (PC) usually do not question

accepted theories, they accept them as facts

very easily after a short period of incubation,

where doubt is allowed. But theories are

reduced to their verifiable pails Rutherford's

nuclear atom model is Rutherford's scattering

formula. No or small attention is given to the

assumptions (point particles, no nuclear recoil,

electrostatic force) on which it is based An

accepted theory is a successful theory' its

conclusions have been verified, the calculations

(or the thinking) leading to them has been

checked by some people; whatever it says must be

true and must be accepted. It has been said

jokingly that psychoanalysts succeed mainly with

young, aggressive, verbal, intelligent and

Auccessful patients' they pick up those patients

which are more prone to be cured. This Yavis

effect is found among PCers' they pick up

successful theories and find that their

conclusions are indeed verified

The examples of misconceptions in classical

physics given in the introduction describe the

learner as a constructivist; to make

2R3

intelligible some phenomenon, he builds his own

explanation which may be superseded by a more

convenient one. The PCer is essentially non

constructivist the construction, one might say,,

has been done by someone else and nothing needs

to be added truth has been reached in one step.

However, the PCer is also mildly a

reconstructivist in the following way' some

parts of a theory will be adapted by him; he

will reconstruct some concepts but will not

touch to the conclusions. Truth is preserved

(the verifiable is not affected), but some

concepts, which are too intellectual, "too

conceptual", are sweetened to his taste.

CHARACTERISTICS OF PC

We have defined the PCer as a non

constructivist (theories are definitive) and a

realist (theories are not models of reality but

descriptions of reality). We will now

illuminate these two points with some

characteristic features. From what has been

said in the preceding paragraph, one can deduce

that the PCer short-circuts the

conceptua:ization period; he does not bother

about cortcepts, definitions and assumptions,

which are the ingredients for cooking a model.

Asked if nuclei are solids, liquids or gases,

(question #1), some students found that they

indeed are solids (since they are compact) or

liquids (because of the liquid-urop model). They

could not see that .iuclei (and electrons) are

constituents; being a solid (or a liquid)

involves a relation between the constituents,

like the individuals which are united in a

244



family. Concepts and definitions are involved

frcquently by the PCer without apparent

understanding, in a kind of jargon Considering
wavelength as a proper length shows a poor

comprehension of what is a wavelength and of

what is a proper length: this misconception

appeared in a problem where one had to derive
the Compton effect from the Doppler effect

(question #2)

Part of the trouble of the PCer has in

modern hysics comes from his poor comprehension

of classical physics He may remember a lot of

facts (he is an amateur of facts) but he has

difficulties in having an organized view of

them. He has, for example, studied the laws of

electromagnetism. but fails to see the synthesis

introduced by Maxwell. During one of my

lectures, some students tried to explain

superconductivity (question #3) in the following

way: instead of being distributed in the whole
volume of a metal, electrons lie only at the

(exterior) surface; therefore they can move
without bouncing on atoms and on each other.
This misconception, which has some

constructivist touch, originates from an earlier

one: the net charge of a conductor at

electrostatic equilibrium lies at the (exterior)

surface and not at the interior surface (within
a few atomic radii). As Ausubel (1978) said

"the most important factor influencing learning

is what the learner already knows".

Even those PCers who bring a good knowledge
of classical physics have difficulty in

reconciliating modern physics and classical

2 ii,s,

physics. They hats Bohr's correspondence

principle and semi-classical arguments. Since a
successful theory (modern physics) describes
reality, a second theory (classical physics)

cannot be right too. There is place for just

one truth. Instead of making tile complete and

long quantum-mechanical calculation of the

electron magnetic moment, one often prefers the

semi-classical one with Esohl orbits. The PCers

se m to think that this approximation is wrong.

Prone to consider theories as factual and

definitive, the PCer does not like to face news
facts. Question #4: what is the result of the

Stern-Gerlach experiment with ions? In the

original experiment with neutral silver atoms,

the net spin interacted with the innomogeneous
magnetic field. If, moreover, the atom is

charged, there will be also a variable magnetic

forceP=qvxg. More than half of the

students tried to find :easons why ions would be

inoperative in a Stern-Gerlach apparatus, the

most far-fetched oeing that ions have no spin.

They think that the Stern-Gerlach experiment

works only v;th electrons. The PCer does not
react well if different calculations are

required of him. Most of the problems in quantum

mechanics end with symbolic answers and involve

iherefore no units. Question #5: for hydrogen

in the ground state, calculate the maximum value

of the wave function, the probability density

and the radial probability density; give

numer'cal values. Less than half of the students
could give the right units. some even saying

that 0 has no physical meaning and therefore ;s

dimensionless. The PCer does not like to make
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generalizations. Often special relativity is

introduced at the end of the mechanics course
Therefore students tend to be:ieve that

relativity is needed only in particle
accelerators. Question #6' does special

relativity apply to electricity and magnetism')
The following answer is much too frequent. If

charges do not move fast, no. And the fact that
Maxwell s equations are Lorentz invar;ant is

swept under the rug, as well as the reference to

Faraday's law in the 1905 paper of Einstein

EMPIRICAL VIEW OF SCIENCE

We have described the main features of the

students who hold pragmatical conceptions while
learning modern physics: poor conceptualization
of phenomena, weak comprehension of basic
classical physics, inability in matching

classical and modern physics, inaptitude to face
new facts and to make generalizations. One
possible explanation for that attitude is that

these students hold a purely empirical view of

science.

If one believes that discoveries are made
only experimentally, one wilt attach less
importance to assumptions and concepts in

theories. The important things will be the
facts and the verifiable conclusions, which are
considered more or less equivalent. This is an
awful mistake, because when we make an

observation, we must have at least some a priori
idea of what to observe. Experiment does not

tell us which concepts must be used to explain a
phenomenon. Experiment may indicate which one

2 R 7

of two or more concepts is more appropriate, but

we must create them ourselves. The whole area of

conceptualization is .educed to a minimum in a

quite restricted view of science

Empiricists believe Inat the ultimate truth
may be achieved. Modern physics coming after

classical physics, the latter must be wrong.
That is why the PCer usually neglects classical
physics. Since he needs a minimum of concepts in
modern physics, the concepts of classical

physics are seen as ridicule and out-of-date
The problem of matching both theories is not a
real one and Bohr's correspondence principle is

purely academic.

If science is limited to making
experimental discoveries, a new theory must
originate from a new fact. That is why the PCer
does not accept paradoxically new facts unless
he has the theory proving them at hand. That is

also why he does not like 1,:, make
generalizations, to see the link between
apparently divergent phenomena.

The role of logic in science is reduced to
a minimum by the PCer. That is why he
frequently shows incorrect logic, like

contradictory explanations. This is not

important for him, since experiment is superior
to logic. He does not accept the gedanken
experiments of Einstein. Bohr and Heisenberg.

He likes real things not imaginary ones.

My question #7 is a perfect example of what

has been described up to now: do a copper wire
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and an atom evaporated from it have the same with the expected conceptual change.

properties? Discuss electrical conductivity and

malleability. This question is related to the We now have to pay the price for our haste
first one. More than 30% of the students to forward our students to more interesting,

answered that both the wire and the atom had the high-tech subjects. They run hastily from

same electrical conductivity. This result is basics to sophisticated fields (Newton's laws vs

stupendous for students who can make quite high-temperature superconductivity). When we

lengthy calculations involving Fourier detect deficiencies in advanced courses, we

transforms or confluent hypergeometric invent reasons Ii!-Et a poor background in

functions It is however better than the one of mathemet.c2s. W...! should rather say' that student

Ben-Zvi (1986) on 10th-grade students. only 15% did not spend enough time in basics.

thought that the wire and the extracted atom had

different properties Posner (1982) has described the conditions

that must be met for a conceptual change. people

CONCLUSION must be dissatisfied with the old concept and

find the new one more acceptable. the rising
It is quite distressing that in the study notion must be intelligible, plausible and

of modern physics, an area where concepts are so fruitful. The problem with PCers is to induce
important, so many students regress to (or stay them to a state of dissatisfaction towards their

at) a level of low conceptualization, where only aconceptual attitude, so that they try to build
the verification of formulas is important. It a new one.

seems that an important part of the course

should be devoted to explaining what science REFERENCES

really is that is from a constructivist point

of view (Novak 1984). Ausubel, D.P., Novak, J.D. and Hanesian, H.

Educational Psychology' A Cognitive View
Modern physics being basod on classical Second. Edition, Holt, Rinehart and Winston,

physics, the introductory courses of mechanics New York, 1978.

and electricity and magnetism should carefully

develop the mental structure necessary for later Bachelard, G. La formation de l'esorit

integration. Unfortunately this is not the scientifidue, Vrin. Paris, 1983.
case. Teachers wishfully think that students

will catch up in more advanced courses the Ben-Zvi, R., Eylon, B-S. and Silberstein, J. is
concepts they missed in introductory courses. an Atom of Cooper Malleable, Journal of

However, as we have shown (Faucher 1983), Chemical Education, 1986, 63(1), 64-66.
advanced physics courses d) not provide students
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THE PSYCHOLOGICAL STRUCTURE OF NAIVE IMPETUS CONCEPTIONS ball (in th. absence of friction) will be greater than the

Efraim Fischbein, Ruth Stavy. and Hana Ma -Nairn
Tel-Aviv University

What does preserve the motion of a launched object after

losing contact with the mover? The belief of laymen

usually, that motion continues as the effect of an internal

force - an impetus - imparted on it by the mover (Viennot,

1979; Clement, 1982 .cskey, 1983; McCloskey, Washburn and

Felch, 1983; Green, McCloskey and Caramazza, 1985).

The present research has been devised having in mind the

following aims:

1. We wanted to check the hypothesis that naive people indeed

interpret the free motion of .n object (if no contrary

forces intervene) as the ef,ject of an imparted force - and

not ev:, the effect of inertia.

2. We intended to analyze the psychological nature of the

naive impetus theory.

3. We considered that the impetus interpretation has its

roots in the practical, terrestriAl 1L'e experience. We

then assumed that the predictions of the naive subjects

referring to the continuation of motion of an object -

after losing contact with the mover - will depend on some

properties of the object, such as shape or weight, even in

the absence of friction.

For instance, we have assumed that the number of naive

subjects who predict the infinity of motion of a launched

2 r-; 2

number of those who predict the same about a box; or that

the number of subjects wr.o predict that a heavy chest will

fall straight down, will be gres,,r than the number of

subjects who predict the same about a box.

4. A fourth question addressed by us referred to the effect

of instruction. Does the teaching of mechanics modify

structurally the views of students :.ath respect to the

free motion of a launched object? The investigations of

Viennot (1981); Caramazza et al (1980); Clement (1982)

etc., have indicated that many students, ever ,er taking

courses in meachnics, continue to present the same types

of misconc.eptions referring to the motion of objects.

5. A fifth problem referred to was the effect of the way in

which an obj:ct is set in motion by an external mover. It

has been supposed (McCloskey, Washburn and Felch, 1983)

that, according to naive subjects, carried objects do not

get any impetus from the move:, while launched objects or

objects "moving on their own" get such an impetus. The

absence or presence of the supposed impetus should

influence, in the novice's opinion, the continuation of

The Method

The subjects were LO students enrolled in 4 classes grade 10

and 44 students enrolled in 4 classes grade 11. The schools

were situated in an urban area - ,e1 Aviv. The 10th grader!,

did not possess any systematic knowledge in mechduics, while

2!-43
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the 11th grade stndents had already taken a course in c) Two types of motion were considered: (1) Pass:ve motion:

mechanics.

We used questionnaires and interviews. The aim of the

questionnaires was mainly to determine the influence of the

shape and weight of objects on the subjects' predictions

concel t!.e lotion of these objects in the absence of

fritcion, after losing contact with the mover. The interviews

were especially aimed tc, elucidate the psyuchological structure

of the impetus conceptions, but also to deepen the

understanding of the other aspects.

T".. basic concern of our research was, in fact, the nature

of the intuitive, naive interpretation of the motion of a body

after losing contact with the mover.

The questionnaires

Two questionnaires were administered which took into account

the following aspects.

a) The conditions in which the motion takes place.

objects carried by an airplane or the motion of an object

launched over a precipice; Ground: a car carrying objects

which are subsequently released; An expanding spring. launching

an object on a smooth surface.

b) Objects with various shapes, weights and functions were

considered: a box, a ball, a glider, a chest containing

equipment, etc.

294

the object is carried by a vehicle (car, airplane) and

subsequently released; (2) Active motion: the object is pushed

suddenly by an expanding spring; an object is moving down a

slope, gets acceleration and continues its motion over a

precipice. Objectively, both types of motion are, in the

absence of friction,the effect of inertia, or inertia and

gravitation. But it has been assumed that subjects who think

in terms of impetus will predict differently the continuation

of free motions in the two circumstances (for instance that a

carried object will be considered more frequently to fall

straight down than a launched object).

The interviews were based on the same type of questions as

above (with sme additional items) but trying to obtain more

informat).1 about how students explain the continuation of

motion after losing contact with the mover.

Procedure:

The questionnaires were administrated collectively in the usual

conditions of a classroom activity. The questions of each

questionnaire were typed in two different orders and

consequently four formats were produced. The aim of this

technique was to neutralize the effect of order. The four

obtaiied formats were administrated simultaneously to all

subjects present in the classroom at the time of testing, one

format per individual.
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The Results:

The shape and weight of the moving objects.

Inspecting Tables 1 to 4 it becomes evident that there are

differences between the motions of objects according to their

shape, drspite the faci that the questionnaires were insisting

on the absence of friction. But these differences appear only

in grade 10 students, i.e. in students who have never before

taken a systematic course in mechanics. Let us be more

specific:

a. While a glider is supposed to move forward (as answered by

70.5% of the subjects) after being released, only about

40% or less suppose the same about a box, a ball or a

wheel. The smallest number of -forward" responses was

given to the "chest" question (39.5%). Sixty percent of

the subjects predicted that the chest will fall straight

down.

b. In the car and spring problems, it is the ball which is

supposed most frequently to move forever after losing

contact with the mover (i.e. the car or the spring). The

explanation given by the subjects is that the ball is

rolling (on a supportive surface: a table, the ground).

Bring round. the ball rolls, gets impetus, and thus the

impetus continues forever.

2AG

Type of
a
answer

TABLE 1

the airplane' (passive motions)

Al A2 A3 A4 AS

The A cnest The the The
plane is dropped plane plane plane
pulls from the pulls a looses a pulls

Grade a box plane ball wheel glider

Forward 1U 45.4 29.5 36.4 4U.9 7U.5
11 93.1 9U.0 93.2 91.0 8(.1

Straight 1U 43.2 59.1 5U.0 43.2 2:.7
down 11 2.3 4.5

backward 10 11.4 9.1 13.6 15.9 2.3

11 2.3 2.3 2.3 4.5 2.3

No 1U 2.3 4.5

answer 11 2.3 2.3 4.5 4.5 13.6

the numbers represent percentages

'type of
answer Grade

]ABLE 2
The car C5iiiT7/e motions)

83

The car
mills a
wheel

81

the car
pull, a
chest

82

The car
milt, a
ball

Infinite 10
11

2.2
55.8

31.0
58.2

8.9
67.4

Short
distance

lu
11

64.4
39.5

53.4
37.2

77.11

25.6

Forward:
Infinite S
short distance

1U

11
66.6
95.3

84.5
95.4

86.7
93.0

Stops
Immediately

1U

11
29.0 4.4 4.4

4.7

Backward 1U
11

4.4
4.7

8.9
2.3

8.9

No Answer 1U
11

2.3
2.3 2.3

2A7
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of

answer

Infinite

It moves a
short distance

Forwardt
infinite &
short distance

Harmonic
motion

No answer

Type of
answer

Forward

Straight
down

No answer

TABLE 3

Ihn spring
pushes a ball

lhe spring (active motion)

Grade
ihn wring
pushes a box

10
11

'.2.5

60.5
211.9

55.8

10 71.1 64.4
11 18.6 23..5

10 93.6 93.3
11 79.1 78.8

10 4.5 6.7
li t6.3 18.6

10 2.2
11 4.6 2.3

TABLE 4

The precipice (active motion)

A6 A7
Grade The box The ball

10
11

68.2
91.0

81.8
97.7

10

11
27.3
4.5

13.6
---

10
11

4.5
4.5

4.6
2.3

C. In the lrecipice problem, it is again the ball which is

most frequently supposed to move forward (but not forever;

because of gravitation, the ball will finally fall in the

precipice). Let us remember that in each problem it was

:eely inthat the object is supposed to moveemphasized

ideal conditions in which there is no friction.

These findings have then proven that the shape or the weight of

an object influence the subjects' predictions about the

continuation of motion in the absence of external forces.

Carried versus launched (or "moving on their own") objects

In order to compare the reactions of the subjects to

questions referring to passive motions (carried objects) versus

questions ree-trring to active motions (launched or pushed

objects), two pairs of items have to be considered.

1. The plane pulling or ca-rying an object (passive motion),

aad the shapeprecipice problem in which the objects get

an acceleration (active notion). In both circumstances

the objects (a bor and a ball) are moving in the air

after being released.

By comparing Table 1 with Table 4 it is evident that much

more 10th glade students give the "forward" answer

to the slope7

----------
-pprecipice problems (about 70-80%) than to the airplane

eroblems (30-40%).
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Some of the 11th graders refer to an imaginary harmonic

motion and thus the respective frequencies become

inconclusive.

2. A second comparison may be made between the findings

referring to the car problems (passive motion) with those

referring to the spring problems.

147
seem that instruction has radically changed the views of the

students in the respective matter. Our assumption - based on

the subjects' explanations - is that many of the 11th grade

subjects maintain their impetus intuitive interpretations.

Instruction only enhanced the "forward" reactions without, in

fact, improving the corresponding theoretical explanation. A

very few eleventh-grade students referred to inertia. Most of

Here too, the frequencies of the "forward" type of answers these eleventh grade students referred to energy for explaining

are higher in the case of the active motion than in the the continuation of motion. A few ones also mentioned speed

case of the passive motion. The difference is striking and impetus (see also Whitaker, 1983; and McCloskey, 1983).

for the box questions (93.3% vs. 66.6% of "forward"

answers), and less important for the ball problem (93.3%

vs. 84.4% of -forward" answers by grade 10 subjects).

The above findings corroborate those of McCloskey et al (1983,

pp.638-639). They seem to indicate that in the case of an

active motion, the subject is more inclined to believe in the

effezt of an imptus (which would keep the object in a forward

motion) then in the case of a passive motion. In the second

case, the c6ject, not moving on its own", does not seem to

possess en impetus.

-These students can give a correct statement of the law of

inertia, but they have no real understanding of its meaning.

The idea is subtle; it takes time to assimilate from a

sufficiently wide context of laboratory experience and thought

experiments, but students are rarely afforded this

luxury"...(A. Arons, cf. Whitaker, 1983: p.356).

The Interviews

In order to get a better understanding of the

psychological itmcture of the impetus conception, a number of

inteviews have been carried out. The following types of

The effect of instruction interpretations have been identified:

In our previous analysis we have referred almost 1. The Marchian type (Franciscus de Marchia, ca. 1320, cf.

exclusively to 10th grade students. The reason is that almost Franklin, 1978, p.203):

all the subjects belonging to grade 11 gave "forward" answers The subject considers that the mover impresses an impetus

to all our questions. These subjects have learned mechanics on tilt. object which continues its motion until the imetus

shorlty before the questionnaires were administrated. It w,nild dissipates and the object stops. Here is a first example:
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S: After being pushed by the spring, the box continues its R: What is pushing it forward?

motion and will stop gradually. S: There is an internal force pushing it.

R: Why d)es the box continue to move? (Alon - grade 10)

S: BecAuse the spring has pushed it and has give it an In the above interpretation the subject considers that the body

impetus. continues to move because of an impressed force. It stops when

R: What is impetus? the impressed force dissipates.

S: Impetus...the object may continue to move despite the

fact that there is no force to push it. I myself do
2. The Buridan type of interpretation (Buridan, 1300-1358,

no: understand what it is.

Cf. Franklin, 1978, p.204).
R: And if there is no friction at all?

S: The distance will be longer, but the box will finally S: "In principle, the motion of tne ball will stop because

stop. of friction. If there is no friction, the motion will

(Aviad - grade 10) continue because it is rolling all the time...till

infinity...because it is rolling, it is gaining

spe.eA"... - grade 10)
til it will not be

The subject is not aware about the fact that in the absence of

friction, the ball does not roll. It rolls forever. Aviad

does not mention explicitly an internal force which maintains

the motion of the ball. But it is evident that the subject
impetus. It has not its own force. It has got it from

considers a certain cause which maintains the motion, expressed

in the rolling of the ball. This cause is of permanent nature

as in the conception of Buridan. Let us remark that the same

subject, Aviad, referring previously to a box, has considered

S: The ball will continue the motion until its force is that the object will stop to move (also in the absence of

finished. friction!) because the impetus dissipates with time (a Marchian

R: Why? type of impetus). Such contradictory attitudes may be

S: Because it will not have any more force to continue and explained by the fact that the subject mixes in his reactions,

will stop. em,frical with ideal - logically based - representations. The

A second example:

S: "The box will continue its motion un

any more that (cause) what gives it the force to move.

It has received force from the spring...At the

beginning it had a certain force which gave it the

the spring corresponding to the capacity of the

spring." (Alon - grade 10)

Another quotation taken from the same protocol:



object will stop moving after z certain int-rval, as it happens framework which would enable him to identify the state of rest

in real, terrestrial conditions; the object will continue its with that of uniform rectilinear motion.

motion to infinity as it should happen in ideal conditions

(absence of friction). 4. The Newtonian conception

3. A -hird type of interpretation identifiable in the We have found an explicit Newtonian conception of motion

protocols represents a transitory level towards the motion and rest in some eleventh-grade students, i.e. students who

of inertia.. The subject admits that the object continues have already taken a systematic course in mechanics.

its motion indefinitely after losing contact with the

mover, despite the fact that there is no force (impressed

on the object) to maintain the motion.

S: Aftrr the connection of the box with the plane is cut

off, the hox continues its motion on a parabolic

trajectory. It has its constant horizontal sn,:ed on

R: What happens to the box after being pushed by the the X-axis and in addition it is the influence of

spring? gravitation exerted by the earth.

S: It depends on the weight. R: 'Why does the box keep its constant speed on the X-axis?

R: We suppose there is no friction. S: Because there is no reason not to continue its motion.

S: if there is no friction, it will continue to move until R: If gravitation have not had influenced the motion?

a force will stop it. There is no reason Clat the S: The object would continue its motion on a straight line

motion should stop. Since there is no friction,there with constant speed to infinity according to the first

is no other force. (Ron - grade 10)

This student has not learned about inertia, he does not

law of Newton, the law of inertia.

R: Let us imagine that you launch a ball straight upwards.

Which forces are acting on the ball?

know the first law of Newton and, nevertheless, intuitively, he S: It is only the force of gravitation. When the upward

knows that an object continues its motion if no force speed becomes zero, the ball begins to fall.

interferes to stop it. In contrast to Buridan's cont:rption, (Ordat - grade 11)

Ron does not mention any internal agent which continues to

support the motion. What distinguishes the student's Do such answers express only a system of formal, acquired

conception from that of Newton is the absence of a theoretical notions, or the student realizes also internally, intuitively

(as an intrinsic necessity) their validity? It is difficult to

3 4
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give an answer to that question. But our belief is that,at Generally, it was impossible to obten from the subjects a

least in some cases, the students have really grasped the clear definition of their own acceptance of these terms.

Newtonian law as an intuitively imposed idea. Therefore, when referring to the various types of naive impetus

conceptions one has to take into account tnat, generally, the
S: The box will keep its motion with constant speed after

being released.

R: How long?

S: There is no limas. Then_ it no force to stop it.

R: Why?

S: Simply, there is no force to stop the motion of the

obje,t.

R: Is there any force which pushes the box?

): No.

(Konen grade 11)

nr
The sentence: "Simply., there is force to stop it

subjects do not have a clearly expressible representation of

the nature of the impetus. The fact that they confuse the

terminology prevents the researcher from getting a clear

understanding of a novice's naive conception. The only idea

which can be clearly stated is the' naive subjects usually

consider that the continuation of motion of a body, not subject

to external forces, is determined by a certain agent, an active

cause, in contrast to the Newtonian mechanics. In our opinion,

the subjacent, tacit model of that agent is a kind of fuel,

similar to that which keeps working an engine.

Indicates, in our opinion, :hat the student realizes the role Discussion
of inertia as an 'a priori' necessity and this is a fundamental

charcteristic of an intuitive acceptance.

Terminology

Let us briefly come back to the notions used by naive

subjects to explain the continuation of motion of an object

after it loses contact with the mover. Some subjects use the

Inhelder and Piaget (1958, p.123-132) have at pulated that

the notion of uniform rectilinear motion represents a form of

conservation which goes beyond direct empirical verification.

It develops, according to these authors, as an operational

schema during the formai operational stage. In other terms,

,rding to Inhelder and Piaget, the principie of inertia is

acquired naturaliy during the formal operational stage together

term impetus, some others use the term force. But also terms with other operational schemata.

such as energy, speed and acceleration are employed. The terms

acceleration and energy are frequently used with about the lame
In reality, things are much more complex. No one of our

meaning as impetus.

sll,
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subjects has reached naturally (i.e. before taking a course in

mechanics) the concept of inertia. Most of the 10th grade

307



subjects affirm that a body set in motion by a mover stops

after a certain interval (even in the absence of friction).

Others - a few ones - admit that the motion may go on forever

because the impetus it has got is inexhaustible (fur instance,

a rolling ball).

One may suppose that many naive subjects mixed in fact

empirical with ideal representations of motion. The Newtonian

concept of inertia is the conclusion of a mental ideal

experimentation. "Thus, say Inhelder and Piaget, the subject

is proceeding on the basis of pure implications and no longer

on the basis of transormations which can actually be effected"

(Inhelder and Piaget, 1958: pp.131-132). As a matter of fact,

naive subjects are generally not able to detach completely

these sequences of pure implications from empirical

constraints. In order to genuinely understand the notion of

inertia, the subject must attain a highly sophisticated

conceptual structure which could lead to the absolute

equivalence of rest and uniform rectilinear motion.

These considerations may lead to tne following didactical

advise:

One should endeavor to develop in students the ability to

perform ideal mental experimentations. There are many such

opportunities in physics. One may, theoretically, assume that

the logical basis for that ability develops Virtually in

adolescence. But our findings have shown that the capacity for

mental experimentation is, in fact, hindered by the empirical

habits of the students' mental behavior.

308 --

The ability of mental experimentation referring to ideal,

purely logically governed conditions, is an essential

prerequisite of the scientific mind. Consequently it should

not be neglected in the process of science education.
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DO WE FEEL FORCES?

Hans U. Fuchs

Technikum Winterthur (Winterthur Polytechnic, School of Engineering)
8401 Winterthur, Switzerland

1. INTRODUCTION

We commonly start teaching physics by introducing mechanics. It is
argued that we have a feeling for motion and for forces which should facili-
tate entering an abstract field like physics. However, if we take serious recent
investigations which demonstrate that students have considerable difficulties
with the concept of force', we have to admit that the situation cannot be so
simple.

Students (1) mix up force and momentum; (2) they employ an
"aristotelian" view of forces (i.e. there always has to be a force for moving an
object); and (3) they cannot identify forces correctly even in simple
situations'. This is still the case after considerable time has been spent on
instructing them. I will argue that part of ;his problem stems from the belief of
students and teachers that we have a feeling for forces which, however, is not
the case. What we feel is something different, namely stress or, equivalently,
the flow of momentum through an object". Another problem has to do with
the motion of bodies. We have a feeling for the thrust (or momentum) of
bodies and this we call a force which contradicts theory. The learning
problems should be addressed by carfully distinguishing between the flow of
momentum on the one hand, and forces on the other. Force turns out to be a
much more abstract concept than momentum currents. In the following
sections, I will render these statements precise.

The central point is the distinction between three different types of
momentum transfer. I have been speeking ofmomentum flow through bodies
which is associated with stress. This type of flow is called conductive. The
interaction of bodies and fields, however, is of a different nature. It leads to
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sources (and sinks) of momentum in bodies (and fields). In analogy to
thermal processes, we can speak of radiative transfer of momentum. Due to
this interaction, momentum does not flow through bodies and therefore does
not lead to stress. In other words we cannot feel the force of gravity. Finally,
there are convective momentum currents associated with the transport of
matter.

Forces, it turns out, are extremely abstract objects. In short, they are
the momentum fluxes of two of the three kinds of momentum transfer. Forces
are associated with conductive and radiative momentum flow only, while
stress has to do with the conductive type only. No wonder that identifying

forces is a nontrivial task. Especially the fact that we exclude convective
momentum currents from what we call forces is confusing. It is responsible
for the trouble we have with variable mass systems3'6. Incidentally, the
convective momentum current might well be the kind of "force of motion"
which students introduce in the direction of a moving object. Naturally,
approaching mechanics from this angle does not make it an "easy" subject. In
fact, the road to an understanding of the concept of force is long and steep. It

pays, however, to point out clearly that we do not feel forces, and that we
have to reach quite a level of abstraction before we arrive at a precise
understanding of their role.

In this alternative presentation of mechanics and of forces", the role
of misconceptions is a different one. This does not mean that there could not
be misunderstandings. However, it seems that the alternative conceptions
held by students can be used to advantage in this new approach to mechanics.
We can employ our feeling for introducing the fundamental mechanical
quantity: stress.



H. STRESS AND CONDUCTIVE MOMENTUM CURRENTS

We can learn a lot by observing students at work when they are given

the task of identif; ing forces. Take the example of a crate being moved across

the floor at constant speed. We intuitively know that if we were in the crate's

place we would be feeling "something". Something, which cannot be zero, is

needed for moving the crate. Usually we call this a "force". Therefore it is

quite natural to assume that a (net) force is necessary to keep the body moving

(this is the aristotelian view of motion). When we study mechanics we are

confused by the statement that the force on the crate is zero in this case. The

same problem occurs in statics as well. I often observed students drawing

only one (horizontal) force acting on a block which we press against a wall.

The rationale is clear: we (and the block) feel a force; therefore, there can only

be one. In general, I found that students correctly identify cases of mechanical

stress. They know when and where "something is happening". Still, very

often they are incapable of translating this knowledge into a sure identification

of forces.

If we present mechanics using the notions of momentum (amount of

motion: a substancelike quantity analogous to charge in electricity2) and its

flow, we can address some of these problems on both an intuitive and a

rational basis. We can identify the physical quantity associated with what we

feel in mechanical processes, namely momentum currents through matter;

these do not have to be zero even if the net force vanishes. This feeling can be

translated into pictures using stream lines representing the momentum

currents and their distribution, before a mathematical formalism is developed.

A simple, and nonetheless confusing, example of mechanical stress

is the streched rope (Fig.1). In the case of equilibrium, we commonly say that

we pull on either end with equal but opposite forces. For many students it is

not clear how large the force on the rope is. Is it zero, is it 1F1, or is it 21FI?

Since it is well known that we could feel something if we were at the rope's

place, we tend towards the second or the third answer; however, neither is

correct. The correct answer, namely zero, causes problems because it contra-

dicts our feeling.
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Fig.1: A rope under tension. Momentum is flowing through the rope in the negative
x-direction The momentum current per cross section (A) is the measure for the
tension in the rope.) is the momentum current density.

There is a simple solution to this dilemma. The rope is under stress,

and this is what we feel. We only have to make this a physically useful

statement. There are ways of representing correctly what we mean with the

help of the momentum current picture3'5. If we introduce mechanics on the

basis of the concept of momentum, it is clear also for the beginner that

momentum must be flowing through a streched rope. I call the flow of

momentum through the rope, which I can represent by stream lines (Fig.1 b),

the cause of what the rope feels. Indeed, we can introduce a quantitative

measure fpr our feeling, namely the amount of momentum which flows

through the rope per time (the momentum current /p) and per cross section

(A). This is called the momentum current density j :

I = plA . (1)

This quantity is not equal to zero for the streched rope, even though the net

force vanishes.

The dynamical case can be developed easily. A block is pulled by a

rope across a frictionless surface (Fig.2). The block accelerates. Momentum
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must be supplied by the one pulling the block, and it will flow through the

rope into the body. Without knowing much about mechanics, we can draw

stream lines representing the distribution of momentum currents through the

body. The entire momentum current enters trough the point where the rope is

attached (telling the future engineer that this is a point to be watched since the

momentum current density is largest there). From there it flows toward the

back. Constantly, some of the momentum necessary for acceleration is
deposited along the path. Far from the point where momentum enters the
body (the "inlet"), the current density is expected to decrease linearly (Fig.2).

4j

Fig.2: Momentum current distribution in a block which is accelerating to the right. Mo-
mentum accumulates in every part of the body.

This can be stated mathematically. Take a slice of the body being
accelerated (Fig.3). Assume that we are far from any "inlets" and that
therefore momentum is flowing horizontally. How much momentum has to

be deposited in this slice to give it a certain acceleration? At the point x +Ax

(Fig.3), momentum enters the slice from the right. There, the momentum

current density is given by j(x) + Aj. Momentum is entering the body at the

rate /
P(x+Ax) = -A(j(x)+Aj), where A is the surface area perpendicular to the

3T4

flow, and /p is the momentum current through the surface. The rate is counted

negative because we take the orientation of the surface positive for flow out of

the body. Some of this momentum will stay in the slice, the rest will flow out

of it through the opposing surface at x. There, the rate at which momentum is

leaving is /p(x) = Aj(x). This means that momentum is deposited in the slice

at the rate -AN. On the other hand, this momentum is used for acceleration.

The time rate of change of momentum of the body is A(pA .Ax-v) /At.

Here, p and v are the density and the velocity of the slice, respectively.

Equating the two rates leads to:

Av Afp - + -
At Ax

= 0 . (2)

Ax +x

Fig.3: Momentum flows through a slice of matter of density p, thickness dr, and cross
section A. If the anent density changes along x, momentum will be deposited in (or
removed from) the slice, leading to its acceleration.

This is a simple form of the equation of motion of a (linear)
continuum. If the acceleration is constant as in our second example (Fig. 2),

the momentum current density decreases linearly from front to back (far from

e. z,
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the "inlet"). The solution of (2) is j(x) = - pax, where a is the acceleration,

and x is counted from the back of the body tFig.2). The complicated distri-

bution of stream lines near the point where the rope is attached demonstrates

that conditions must be more complicated around there. You see that qualita-

tive ideas paired with simple mathematics allow us to treat basic continuum

mechanics.

I have left out discussing the direction in which momentum flows.

As in the case of electricity, we have to define the direction of flow of positive

momentum. Simple rules have been given for identifying this directions. In

short, positive momentum flows in the positive x-direction through a com-

pressed body, and it flows in the negative direction through matter under

tension.

III. BODIES IN FIELDS: "RADIATIVE" TRANSFER OF
MOMENTUM

I have introduced the momentum current density as the measure of

what bodies feel when they are undergoing mechanical processes. However,

the situation is not quite so simple; this is demonstrated by the action of

gravity, inertia, and electricity, upon bodies. By studying bodies in the gravi-

tational field we will be able to extend our treatment of continuum mechanics.

A) A first example: free fall

Take a freely falling object. It accelerates, which means that it is re-

ceiving momentum from somewhere. We know that this momentum must be

coming from the Earth. Therefore, we have momentum flowing into, and

possibly through, the body via the field. However, it is well known that a

person falling freely does not feel any mechanical stress. Theiefore, we now

are dealing with a situation in which we cannot feel the momentum current.

We can solve the problem by postulating that the momentum which is
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deposited in the body via the field does not flow through our object. If
momentum arrives through the field directly at every part of the body, we do

not have a (surface) current density j. In other words, we have to assume that

the action of a field constitutes a source ((.r a sink) of momentum for the

body It has been shown elsewhere that this interpretation of gravitational and

electromagnetic interactions is correct also in a mathematical sense4. [The

act,ial mechanism of momentum transport through fields and bodies in fields

i much more complicated. However, the net result is the one stated here.]

Therefore, it makes sense to divide momentum currents into two kinds, only

one of which can be "felt" by matter, i.e. leads to stress. The second type

associated with the interaction of bodies and fields we call radiative transport

of momentum.

From the example of free fall we know that the gravitational field

deposits momentum at every point of the body at a rate proponicr.z1 to its

local mass density p:

i = - g.p (3)

is the expected source density of the supply of momentum4 (summed over the

body, this must be equal to the total net current due to the field, namely g.m).

Therefore, the equation of motion takes the form

Dv

P - + iP =
A.z

(4)

Here, only Ajax has to do with a conductive momentum current which is

associated with stresses in the oody; i, takes the role of a source term. In the

example of free fall this means that

pg + Ajax - pg = Af/Ax = 0 .

Together with j(0) = 0, the solution is j(x) = 0. This is the expected resul

since we know that the body does not feel any stress in frer tall.

i3115:7
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B) A rope hanging from a tree

Consider this example which shows the action of both conductive
and radiative momentum currents. A rope of length L, mass m, and cross
section A, is hanging from a tree (Fig.4). Our feeling tells us that the
mag: :._Je of the momentum current density (stress) must increase upward
along the rope. This I first describe qualitatively using the momentum stream
lines. Later, a simple calculation will confirm the ideas.

Fig.4: A rope hanging from a tree. Momentum appears in the rope via the field (circles
indicate sources). It has to flow out of the rope via the point where it is attached
(solid lines), leading to a linearly increasing magnitude of the conductive current
density (stress). The current ilcws in the negativex-direction, indicating that the rope
is under tension.

Momentum is deposited inside the rope via the field at the rate - pg.
As I have pointed out, the body does not feel this current. However, the
momentum deposited inside the rope cannot stay there; it has to flow out via
the point where it is attached to the tree. This constitutes a surfacelike current
through matter which is felt as stress. From the momentum stream lines we
expect the current density to increase linearly upward along the rope.

This is borne out by mathematics. The equation of motion of a slice

of the rope is given by (4). Since pAv/At = 0, we see that

1 8

Ajax + ip = 4j /Ax - pg = 0 ; (5)

together with j(x=L) = 0, the solution is j(x) = pg(x-L), which we had
expected. [The conductive current through the rope is in the negative direction

which agrees with our rule concerning the direction of momentum currents:
the rope is streched.)

C) The tides

A still more interesting example is that of a body falling in an
inhomogeneous gravitational field (Fig.5). The body will experience tides.
The momentum stream lines beautifully demonstrate the power of the
approach taken here. Assume that the field strength g decreases linearly
upward along the body. Due to the field, momentum is deposited at a higher
rate in the lower portions of the body. The object accelerates at an average rate
which mcans that the upper parts receive too little momentum while the lower
parts get too much. Therefore, momentum will be redistributed throughout
the body: a conductive current from the lower to the upper end is the result;
since this current points in the negative x-direction (Fig.5), it tries to pull the
body apart. We can also see that in the middle of our object the stress will be
largest since all the momentum which is being rearranged must flow through
that cross section. The conductive currents are zero at the lower and upper
ends, leading us to expect a momentum current density as displayed in Fig.5.

Again, the calculation is straight forward. Assume that g increases

downward according to g(x) = go + bx (b=const.). The body's accelerationis

go+bL/2, where L is the length of the object. The equation of motion (4) in

this case is:

p(go+bL/2) + dj/dx - pg(x) = 0 . (6)

Its solution is j(x) = pb(x2 - Lx); as expected, the current is negative in

our coordinate system.

(.
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Fig.5: A body falling in an inhomogencous field. The lower parts receive relatively too
much momentum through the field. A conductive momentum current in the negative
xdirecuon (stress) will be established so that momentum can be distnbuted evenly.

The approach can be extended without much d:f' culty to include

hydrostatics and inertial fields4.

IV. CONVECTIVE MOMENTUM CURRENTS

Convective transport of momentum is another phenomenon we have

a sort of feeling for. It is a kind of thrust, and because of this, students are

often led to introduce forces in the direction of motion of bodies. Just as in

the case of stress, they give the phenomenon the name "force". It is of utmost

importance to point out to the learner that we are dealing with two different

things which both are called force in everyday life. The problem is that in

mechanics we do not call this "thrust" a force.

From the point of vew of momentum transport, the distinction

between the two phenomena is simple. One represents tht flow of momentum

through matter (without matter moving), while in the second case momentum

is carried along by moving matter. We have a concrete, yet vivid, image

which lets us deal with the differences encountered.

Also, in order to understand mechanics, we definitely need to know

about the roles of conductive and convective momentum transport, respec-

tively. The trouble with variable mass systems can be traced to the fact that

we usually do not introduce the distinction between these two modes of

momentum flow. This keeps us from recognizing in a simple way that forces

cannot change the mass of a body. Forces only are associated with conductive

(and radiative) moment n transport, both of which cannot transport matter

across system boundaries. Therefore, it is wrong to use Newton's Second

Law in any other form than F=ma. If we want to treat changing mass
systems, we have to include in the momentum balance law (4) convective

momentum currents as well. There will be another term in Newton's Law4.6.

V. WHAT ARE FORCES?

The identification of forces is any:: 'ng but trivial. This is so 1 -cause

there are at least two different phenomena with which we intuitively associate

forces, while the word force is reserved for 011 something different in
physics (Table 1).

TABLE 1: Momentum transport and forces

Type of transport Is stress associated with it? Do we associate forces with it?

intuitively in physics

conductive

convective

radiative

yes

no

no

yes I

yes 2 no

no 3 yes

yes

1: Forces are associated with the stress, not with what is called force in physics.
2: Forces are associated with the thrust of bodies.
3: Forces are introduced for the stress expenenced by a body resting at the Earth's surface,

and not for the force of gravity.

tS2 1

,o.
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Now, what are fotzs it physics? There are two types. The first has

to do with the conductive flow of momentum, and the second is associated

with radiative momentum transport. Let me first introduce the former.

When momentum flows through matter, we describe the situation by

the momentum current density (stress). Often, we are interested in the
question of how much momentum flows per time through a given surface
(which might be the entire surface of a body, or a part thereof, or a surface
inside the body). We call this the flux of momentum. If we talk about one
component of momentum only, the flux is a number which can be positive or

negative, depending on the flow and the orientation of the surface. This

conductive momentum flux is called a (surface) force in continuum mecha-

nics. If the surface is the closed surface of the body, we speak of the force (or

the net force) on the body. It is easily possible that the net flux is zero even

though the conductive current is not zero at all. This is the source of the
problem we have with the Identification of forces acting on the stretched rope
(Section II).

In the case of the interaction of bodies and fields we a7.; interested in

how much momentum is deposited in a body per time via the field. Inorder to
calculate this quantity, we have to integrate the source density of momentum

over the volume of the body. The resuldng radiative momentum flux is called

a (body or volume) force in mechanics. We cannot feel this type of force or
interaction. Still, we are intuitively ready to intro .4 force associated with

it, especially if the body is resting at the surface of the Earth. Very often,
students only introduce this force, the rationale being that we feel something
which is not zero. Adding a second force which balances the first contradicts
this feeling.

As mentioned in the preceeding secion, students use the tern "force"
for the thrust they see in a moving body. This is the source of the forces
introduced in the direction of motion of bodies. In physics, we cannot call
this type of phenomenon a force.
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VI. CONCLUSION

It has been shown that we do not have a feeling for what physicists
call force. In everyday life, the term "force' is used for other processes. The
phenomena can be squared with our feelings if we accept that we only ex-
perience momentum flow through matter, flow through fields is of a different

type which does not lead to stress in matter; from the point of view of the
body it constitutes a source (or a sink) of momentum. A natural measure of
what we feel is the (conductive) momentum current density. It is possible to
picture what is happening by momentum stream lines. The approach directly
leads to a treatment of continua rather than mass points.

Forces are abstract objects. They serve to measure the strength of
momentum flow through surfaces or from fields into bodies (flux). As such
they are usefull for relatively simple situations known from the mechanics of
mass points, and maybe that of rigid bodies. They should be introduced as
what they are, namely means of accounting for momentum flow, after the role
of momentum currents has been made clear. It should be kept in mind that
convective momentum currents aie not called forces. Introducing mechanics
in such a way has considerable advantages which are worth the effort: we are
given a tool for dealing with continua3 which can be motivated directly on the
basis of our everyday experience. The problems we can deal with go far
beyond the mechanics of mass points.

Finally we have to ask ourselves what remains of the misconceptions
which have been identifies. m mechanics?' I would say that the main miscon-
ception is the belief that we can feel forces, or to be precise, that we can feel
what physicists call force. Texts on mechanics do not make it clear that such a
feeling does not exist. We have a feeling for stress and fc:- thrust (of a
moving body), and these are the phenomena we associate with force in
everyday life. We could circumvent some of the problems by using the word
"force" for stress (we would then still have to make clear thttt thrust is
something different). Actually, for purely didactic reasons, it would be best
not to speak of forces at all. Even after my students have learned how to
rationally approach the identification of forces, they return to their feelings if
they are told to find those elusive arrows. And as usual, the results are
catastrophic.. .

I can only hope that a clarification of mechanical concepts will come
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about by the use of the concept of momentum transport as we know it from

continuum mechanics2'3. This should make teachers aware of the problem

that misconceptions in mechanics might be of a different nature as hitherto

assumed. What we identify as a misconception depends on the structure of

theories taught in our classes. This holds particularly for thermodynarnics7.
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THERMODYNAMICS: A "MISCONCEIVED" THEORY

Hans U. Fuchs
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1. INTRODUCTION

M.Wagenscheinl tells the story of how he observed a little girl sitting

on a park bench in the sun. The girl placed her hand on the hot bench just to

withdraw it quickly after some time and hold it in her other cooler hand.

According to some recent investigations2 we can safely assume how concepts

about heat form in this little child (see also Section II). The heat of the sun

goes into the bench and makes it hot. It is possible to withdraw some heat

with a hand, and then let a part of the heat flow into the other hand. Heat is a
"thermal fluid" which flows between objects and is stored in them.

Wagenschein then goes on to tell us how these ideas have to be given

up to make way for the profounder knowledge gained by those physicists

who developed thermodynamics more than a hundred years ago. Wagen-

schein, who places much emphasis on unifying prescientific and scientific

knowledge3, finds nothing wrong with this. And indeed, why should he? We

all know beyond a shadow of a doubt that the idea of a thermal fluid is
wrong4: heat is energy, or a form of energy, and not a kind of "fluid".

Obviously we are confronted with a new case of a misconception

which provokes the usual reaction in teachers. While we might besorry that

there is another discrepancy between physics on the one hand, and concepts

formed in everyday life on the other, we do not see how we could do

anything else but exorcise the misguided notions. The suggestion that we
comfort students by mentioning that scientists before Mayer, Joule, and

Clausius, erred on the same counts, does not change the fact: we are
determined to undo what nature has put into students minds.

325,

Here I shall propose a completely different solution to the problem of

how to deal with the misconception. There is good reason why we should
reject the usual form of thermodynamics rather than force our students to
change their intuitive concepts. The reason is simple: thermodynamics does
not allow for heat to be contained in bodies (Section III). This is not a matter
we can pass over lightly. Texts on physics often create the impression that

nothing is wrong with the concept of a "heat content"6. It seems that even we
teachers desperately need to believe that heat can be stored in bodies. This is
unacceptable. A theory which makes writers of textbooks succumb to a fun-
damental misconception should be rejected. We should search for a form of a
theory which allows us to retain our intuitive notions regarding heat. If we
achieve this goal it will become clear that the ususal version of thermody-
namics is misconceived. It is not the concept of a thermal fluid which is at
fault.

There are still other reasons for investigating the structure of a theory
before deciding that, as usual, the intuitive notions are misconceived. Forcing
students to give up concepts would certainly be alright if the theory of
thermodynamics (as it is being taught) was worth it, and ifwe did not have a
choice. However, a critical analysis of the theory shows that neither one of
these possible reasons carries much weight.

(1) Thermodynamics is not worth giving up intuitive concepts for.
Thermodynamics is considered to be one el the most difficult and abstract
disciplines of the physical sciences. Usually we try to excuse this problem by
claiming that we are paid for our efforts byone of the most beautiful and most

general theories. I do not know whether thermodynamics is beautiful, but I

do know that the theory we are taught in school is not as general as we are
made to believe. Clausius- famous words that the energy of the world stays
constant while the entropy of the world can only increase, are quoted as proof
of the breadth and depth of thermodynamics. In fact they only serve to cover
up the weaknesses of the theory. Thermodynamics is little more than glorified

thermostatics. A form of mathematics unknown to any other branch of the
sciences is used and made to look profound. The theory does not provide us
with the means of calculating general initial-boundary-value problems as we
know them from mechanics and electromagnetism. And finally, entropy is not

understood even though it is the fundamental thermal quantity (S^-don III).
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All these reasons make thermodynamics t odd man out among physical

theories. They do not make it worth the eff .. We should look for a theory

which prepares us for modern thermodynarnics7. Only this expanded version

of thermal physics would make it worth giving up intuitive ideas for.

(2) It is not necessary to give up intuitive concepts formed in
everyday life in order to create a theory of thermodynamics There is an

alternative. It has been demonstrated" that thermodynamics can be built

upon the notion of heat as we acquire it in everyday life (Section V). There is

no need for giving up the intuitive concept of a "thermal fluid" which is

contained in bodies and which can flow from one body to another. If it is

rendered precise, this notion can be made the basis of a simple understanding

of thermal phenomena: the heat of everyday experience is the thermody-

namicist's entropy. Such a theory makes thermal physics structurally

analogous to electricity and mechanics10,11. In this way it becomes the natural

introduction to advanced modern th.amodynamics of irreversible processes7.

And what is most important for us: there is no misconception on the part of

the student (and the teacher) who formed the image of the thermal fluid.

II. HEAT IN EVERYDAY LIFE

A good number of invesugations2 have demonstrated that students

have their own ideas regarding the nature of heat. Here I would like to add

some observations concerning concepts formed before much formal
schooling in thermodynamics has occured. I shall use material gathered in my

classes at Winterthur Polytechnic12.13. I let my first-year engineering students

write a short essay on what they believe heat to be before I introduce thermal

physics. I always stress that I would like to know what images they have

formed of heat irrespective of what they have learned in school. All of them,

however, have been told by previous teachers that heat is energy. It will be

interesting to investigate the influence of this pre-college teaching. This study

is complemented by a second one in which junior and senior engineering

students answered some specific questions regarding heatI3.

It is clear that students believe that heat is contained in bodies, and

; tz
327

that it can be created (Fig.1). Indeed, :n the second study13, 29 out of 31

students (who have had some college thermodynamics) answered in the

affirmative the direct question of whether or not heat was contained in

physical systems. Compared to this, the belief that heat and temperature are

the same has been voiced rather infrequently. Indeed, at this level, students

usually distinguish between an intensive and an extensive thermal quantity.

The extensive quantity is called heat, and it is believed to be something like a

"medium" which is stored in boo;es, and which can flow f-om body to body.

Again, the question of whether oi not they picture heat to be a sort of invisible

medium which is stored and which cart flow (rather like electrical charge and

water), was answered in the affirmative by 27 out of 31 juniors and
seniors13. Explanations of the phenomenon of heat in terms of energy play a

minor role (Fig.1). If at all, energy only has been mentioned in passing in

most cases. More detailed results12 show that the concept of energy is used

incorrectly most of the time. students' knowledge does not extend beyond the

saperficial notion that heat is energy.

20

10

1 2 3 4

Fig.': Results of the analysis of 42 essays on flea' (ref.12). Different opinions are given.
Numbers of answers are plotted vertically. i: heat can be created; 2: heat can be
stored; 3: heat and temperature are the same; 4: heat is energy (light: energy
mentioned ii passing; darker: energy mentioned more often: black: energy is an
integral part of the explanation).

All in all, we can conclude that students picture heat to be an
extensive quantity with all its attributes: it can be stored, and it can flow.

, 1

3 2
i
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Often, we asociate with the term "extensive" a qu intity which is conserved.

The study shows that students do not spontaneously assume heat to be
conserved. However, if they are asked directly, they usually resort to an
explanation in terms of conversion of energy14. Their intuitive knowledge of
the onesidedness of heat (none of the students mentions that heat can be
destroyed15) collides with the belief of the conservation of a quantity which is

imagined to be something like a "fluid". This type of reaction is the same in

electricity and in mechanics where charge and momentum often are assumed

to be converted out of other forms of energy14.

The concepts formed obviously are similar to those held in thecaloric
theory of heat. Like the physicists who used this theory, students show an

ambivalence as to the conservation of this quantity, and they solve the

problem in the same way as was done more than 100years ago (Section IV):

they resort to the use of the concept of energy. However, they do not do so
spontaneously.

III. HEAT IN CLASSICAL THERMODYNAMICS: THE
DYNAMICAL THEORY OF HEAT

In order to see why believing heat to be an extensive quantity is a

misconception in thermodynamics, we have to understand the theory as it is
commonly presented. This theory, Inch was first developed arouna 1850 by

R.Clausius, is based on the so-called dynamical theory of heat.

Ever since Calusius, heat has been an exchange form of energy.

Clausius built his theory on the assumption that heat and work should be

universally and uniformly interconvertible in cyclic processes. If W is the
work done by a heat engine in one cycle, and Q is the difference between heat

of heat.

absorbed Q+ and heat emitted Q- in this cycle, then

W =JQ = J [Q+ , (1)

where J is the mechanical equivalent of a u of heat. This is the expresstion

of the dynamical theory

t
329

This does not mean that heat is energy. In particular, heat is not
internal energy. Heat is the name for energy exchanged in thermal processes,

no more, no less. As such, it has to be strictly distinguished from internal

energy. Thermodynamics needs this distinction: otherwise it is left impotent

when it comes to formulating the First Law. We have to make perfectly clear
to students that the first law

AU = Q + W (2)

mai not be read as follows: the (internal) energy of a body is the sum of heat

and work, suggesting that at any given moment we could say how much heat

and how much work the body contains. The quantity Q in (2) has a totally
different meaning. The problem is that even physicists do not always grasp

this meaning6, since the words used mask it completely (Section IV). We
have to conclude that the majority of students, including those who have had
physics and engineering thermodynamics, plus a good number of teachers,

are victims of a misconception (Section II): in the dynamical theory of heat,
heat is not contained in bodies!

There is a simple way by which we can demonstrate that we may not
believe heat to be contained in bodies. Take a compressed gas in a cylinder
with a piston, with values of temperature and pressure higher than those of

the surroundings. How much heat is contained in this gas? Obviously, this
question is senseless. If a heat content existed, we should be able to measure

changes of this quantity. Different processes can be envisioned which lead to
such a change. We can let the gas expand adiabatically, or we can let it cool
through heat conduction. Now, since the amount of heat exchanged is
different in the two processes, we cannot say by how much the heat content
has changed.Therefore, there is no such thing as a "heat content".
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IV. THE HISTORICAL DEVELOPMENT

Why is there such a dichotomy between intuitive concepts and the

theory of thermodynamics? The historical development can throw some light

on this question. On the one hand we will see that there are some reasons and

some prejudices which explain why thermodynamics developed the way it

did; on the other hand it will become clear that only a small step separated

S.Camot from finishing the theory of thermodynamics on the basis of the

caloric theory of heat. In other words, only a small step was needed to found

thermodynamics on the basis of intuitive concepts rather than anti-intuitive

ones.

The historical development roughly went along the following
lines9.16. The caloric theory of heat was widely accepted during the period

before 1850. In mathematical terms, it simply meant that for the fluids used

there exists a heat function (Section V). It was assumed that heat (caloric) was

conserved which, again for the cases treated by Carrot and by later thermo-

dynamicists, was acceptable. However, the main problem with the caloric

theory of heat can be traced to irreversible processes in which, as Davy's

experiment (melting two blocks of ice by rubbing them) had demonstrated,

heat must be generated. Today we know that heat cannot he caloric if we

accept that the usual calorimetric measurements determine amounts of heat. In

these experiments heat would be generated.

The concept of caloric and a heat function led Carrot to propose the

following analogy for the functioning of heat engines: heat falls from a higher

to a lower level (temperature), thereby driving the engine just like water

drives a water wheel. Carrot proceeded to derive the motive power of heat.

However, the result which was based on the caloric theory equired the heat

capacities of the ideal gas to be inversely proportional to the ideal gas

temperature. If we measure "heat" in the usual calorimetric devices, we get a

different answer: the capacities should be constant. Carnot did not decide

between this and another solution he proposed, thus forgoing the simplest

form of a theory of thermodynamics (Section V).

However, measurements were not accurate enough for deciding if the

caloric theory of heat was still tenable. Also, the often cited experiment by

Rumford, which is supposed to have demonstrated that heat could not be

caloric, did not even prove that caloric was not conserved. Even Joule's
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experiments did not show that heat is an energy form: the range of
temperatures employed by him was too small for the motive power of heat to

be determined experimentally. His experiments simply supported a complete-

ly new idea: there is a quantity called energy associated with different types of

processes (electrical, mechanical, and thermal) which remains constant during

such processes.

Something else was needed for deciding between the two concepts

concerning the nature of heat9. It was the prejudice of physicists "that heat is

not a substance, but consists in a motion of the least parts of the bodies"

(Clausius), which suggested that the heat (energy!) capacities of the ideal gas

should be constant. Now, nothing in the world of experiment could have

suggested such a belief at the time. Still, Clausius sought, and found, a

theory which both determined the motive power of heat and allowed for the

capacities to be constant. It is irony indeed that Clausius' solution does not

permit us anymore to think of heat as the "motion of the least particles of the

bodies", since this would equate heat and internal energy!

We conclude that Carnot could have finished his theory of the motive

power of heat on the basis of the caloric theor,, if he had accepted that heat

(caloric) can be generated in irreversible processes (which would have told

him that calorimetric devices do not measure calori:9). The dynamical theory

of heat triumphed not because of nature, and not because of pure reason, but

because we want heat to be the irregular motion of the atoms.

Here is the point to say a few words about the usage of terms and

expressions in thermal physics. The very word heat, like electricity and

motion, suggests an extensive quantity. The term "heat capacity" and "latent

heat" make us think of a quantity which is contained in bodies. "Absorption

of heat", and "emission of heat" do the same. Why should heat, which has

been absorbed, not reside in the body which absorbed it? No wonder that we

have such difficulties with thermodynamics if the simplest and most intuitive

things are not true anymore. Take mechanics. There we have a different, and

neutral, word for the energy exchanged in mechanical processes: it is "work",

and not "motion". If we want to learn from other fields of physics, we should

call the extensive thermal quantity heat (and not entropy), and "heat" (thermal

energy) should be called thermal work. The trouble with thermodynamics is

that the words which make sense in the the caloric theory have been

transfered to a context where they simply do not belong. As Kelvin put it in

3 9
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1878 ("Heat", Encyclopaedia Brittanica, 9th ed.): "Now that we know heat to
be a mode of motion, and not a material substance, the old 'impressive, clear,
14nd wrong' statements regarding latent heat, evolution and absorption of heat

by compression. specific heats of bodies and quantities of heat possessed by
them, are summarily discarded. But they have not yet been generally enough

followed by equally clear and concise statements of what we now know to be
the truth. A combination of impressions surviving from the old erroneous
notions regarding the nature of 'ieat with imperfectly devc _,,ed appre-
hensions of the new theory has somewhat liberally perplexed the modern
student of thermodynamics with questions unanswerable by theory or
experiment....".

V. THERM-NWNAMICS ON THE BASIS OF THE CALORIC
THE3RY OF HEAT

The way we think about heat, even after much formal so' ling,
resembles the ola ,:aloric theory of heat. Heat is something like , thermal
fluid" which can be stored, and which can flow from body to body.
Intuitively, we also know that heat is not conserved (Section II). This suffices
for building thermodynamics on an extended version of the caloric theory of
heat9.

We start with a specific theory of calorimetry for a particular type of
tiaid16. This theory served as the basis of just about all the investigations

regarding heat from the beginning to Calusius and Kelvin. Only the theory of
the conduction of heat was excluded from it. The theory will be outlined
briefly. The bodies used in this theory are those which (1) cbey a thermal
equation of state relating pressure, volume, and temperature:

P = P(V,T) > 0 , (3)

and (2) for which two further constitutive quantities exist, namely the latent

and specific heats (Av and Br ):
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Av = Av(V,T) > 0 , Kv = Kv(V,f) > 0 . (1)

The index v refers to the latent heat with respect to volume, and the specific
heat at constant volume. [The first inequality in (3) excludes water in the
range of temperatures from 0°C to 4°C from our considerations.] This means
that the bodies can be fully described by the values of two variables, namely
volume and temperature. The latent and specific heats are related as follows to

the heating S 17:

S = AvV + Kv (5)

The heat (caloric) exchanged in a process P is then given by

S = fpg dt . (6)

Note that nothing has been said abot.t what heat "really" is. A few
consequences of the theory of calorimetry are particularly interesting. First,
the bodies subsumed by this theory can only undergo reversible changes 9.

Secondly, the latent and specific heats with respect to volume and pressure
are related by

Ap = Av (c)F7dV , (7)

Kp = Kv - Kv (aPk. ) (c)P/dV . (8)

Finally, we can derive the Poisson-Laplace Law of adianatic change (S = 0)
which holds for the ideal gas with constant ratio of the specific heats:

PVK = const. , K =Kpl Kv = const. > 1 . (9)

The inequality follows from Lapace's explanation of the speed of sound. This
speed is always higher than that calculated if the oscillations of the gas were
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isothermal. The observation that the ratio of the specific heats must be

constant will prove to be crucial when we determine the motive power of

heat.

We need two assumptions plus the theory of sound (Equ.9) in order

to derive the motive power of heat. This development simply finishes what

Carnot had left open. The first assumption is that the caloric theory of heat is

valid. In the context of our theory of calorimetry his means that there exists a

"heat function" S(V,T) . As a consequence, the latent and specific heats are

related to me heat. by

A, = dS/dV ; lc = dSIaT . (10)

Also, if w.: consider a fluid body to undergo a (Carnot) cycle, the heat ab-

sorbed (S+) and the heat emitted (S ') in one cycle must be equal:

S+ = S- .

This means that a heat engine can do work without any consumption of heat.

(Compare this with Equ.1, the expression of the dynamical theory of heat.)

Heat simply is the driving agency like water in the case of a water wheel.

i ne second assumption concerns the validity of Carrot's Axiom16. It

states that the work done by a heat engine undergoing Carnot cycles only

depends on the temperatures of the furnace (T +) and the refrigerator (T '),

and on t1 at absorbed from the furnace (S+). These two assumptions

together v. he observation that the ratio of the specific heats must be

constant (Eq. ' suffice for determining the relationship between the heat

"falling" from tne higher to the lower temperature and the work done by it:

W = (T+ -7)S+ . (12)

The result is anakgous to what we know from gravitation. Heat corresponds

to the mass of water falling, and the difference of temperatures is compared to

the difference of the gravitational potential. The heat capacities of me ideal gas

turn out to be inversely proportional to the (ideal gas) temperature T :

3. .'.

lc 11T , Kp PT , (13)

which still alows for their ratio to be constant as required by the theory of the

speed of sound. Finally, there exists a function E of the body (which we call

its internal energy) such that:

E = TS - PV (14)

This should now be compared to the theory of thermodynamics based on the

dynamical theory of heat We find that heat in the caloric theory is the
enigmatic entropy of classical thermodynamics.

VI. CONCLUSION: WHAT IS A MISCONCEPTION?

There are three points we should keep in mind: (1) students and

teachers alike need a quantity which they call heat and which they can believe

to be contained in bodies. (2) thermodynamics can be built on the basis of the

caloric theory of heat (in this form it is structurally analogous to electricity and

mechanics); and (3) the classical form of the theory is too limited (it does not

prepare students for modern non-equilibrium thermodynamics). These three

reasons can for a modem version of introductory ermodynamics.

If we build thermodynamics on the caloric theory of heat (suitably

extended by the requirement that heat is created in irreversible processes), an

interesting reversal of the roles of intuitive concepts and accepted theory

results: it is not the concepts which are wrong, it is the theory which, un-

necessarily, makes sound intuitive notions unacceptable. A similar situation

exists in mechanics with regard to forces 18. Fig.2 shows that most students

hav armed com!ct concepts if heat is accepted as entropy12. Indeed, 17

essays can be taken as a lucid explanation of the concept of entropy, while

only two describe the dynamical theory of heat ;n an acceptable way.

Thermodynamics therefore is a case which forces us to investigate

the structure of the theory before we conclude where the misconception lies.
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In this case we are allowed to say that the form of the theory is misconceived.

The theory disregards valuable information contained in intuitive concepts

formed before formai schooling has taken place. For didactic reasons it

should be rejected. In an analogous case we would not hesitate to discard

such a theory. If we develop electricity along lines we know from thermo-

dynamics, we get a structure which, according ,..! taste, is either unacceptable,

or ridiculous, or both1°.

30 1-
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Fig.2: Results of the analysis of 42 essays on heat (ref.12). In the essay, he..: can be 1:
only entropy (light only entropy if a reference to energy is dropped); 2: only energy
(light: only energy if a reference to storage of heat is dropped); 3: both entropy and
energy; 4. neither entropy nor energy, or too vague.

This is not to say that a new structure will present us with a brave

new world in which all is well. Recent experience in the teaching of several

different subjects suggests14 that students resort to the wrong use of the

concept of energy when they are confronted with the task of recognizing the

role of so-zalled substancelike quantities like electrical charge (electricity),

momentum (motion), and entropy (heath. At first sight, it seems that
electric'', motion, and heat, can all be created. Since they have an apparent

aversion to such a conclusion, students resort to the cure-all: energy. To give

an example: charge, which has been used to introduce electrical phenomena,
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is not created; students rather say that it is converted out of other forms of

energy. The real remaining problem thus is the failure to understand the role

of energy and its relationship to the substancelike quantities in physical

processes14. Whether this failure has its roots in experience outside of formal

schooling, or whether it is a result of the teaching of physics, I cannot decide

at this point. However, since the :oncer, of energy and its conversion is a

result of teaching rather than a self-evident notion, I suggest that we should

look to how we teach physics :f we want to solve the problem.

M.Wagenschein: Urspriingliches Verstehen and exaktes Denken. Vol.2.
Klett Verlag, Stuttgart, West Germany, 1970; p.101-108.

,
E.Engel Clough and R.Driver: Secondary students' conceptions of the
conduction of heat: bringing together scientific and personal views.
Phys.Educ. 20,176-182, 1985. And references therein.
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Reference 2, p.182.
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irregular motion of atoms and molecules, its accompanying Stydy Guide
calls heat a form of energy exchange. (H.Ohanian: Physics. W.W.
Norton & Company, New York, 1985. Van E.Neie and P.Riley: Study
guide., Ohaninan's Physics. W.W.Norton. 1985.) S.Strauss and
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development: the case heat and temperature. In H.Helm, J.D.Novak
eds.: Proceedings of the International Seminar on Misconceptions in
Science and Mathematics, Cornell University, Ithaca, N.Y. 1983,
p.292) express the same misconception differently: they call heat the
extensive thermal quantity.

7 I.Miiller: Thermodynamics. Pitman, Boston, 1985. C.Truesdell:
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Gruppe Physik, No.IC Winterthur Polytechnic, Winterthur, 1987.

10 H.U.Fuchs: A surrealistic tale of electricity. Am.J.Phys. 54, 907-
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H.Atlan: Network thermodynamics with entropy stripping. J. Franklin
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Physik, No.6. Winterthur Polytechnic, Winterthur, 1967.

14 H.U.Fuchs: The role of energy in physical processes. Berichte der
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15 One student expressed his concept succinctly: "Heat can be created, but
it cannot be destroyed anymore; all we can do is distribute it in colder
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16 C.Truesdell: The Tragicomical History of Thermodynamics 1822-1854.
Springer-Verlag, New York, 1980. C.Truesdell and S.Bharatha: The
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S is tne heat (caloric) of the body which we take to be a function of
volume and temperature. The dot denotes the time rate of change of the
heat content. By heating we might mean the current of heat (caloric)
entering or leaving the body. If heat (caloric) is conserved, as it must be
for the fluids treated here, then the heat flow and the time rate of change
of the; heat content are equal.

H.U.Fuchs: Do w; feel forces? These Proceedings.
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ELECTROSTATICS AND ELECTRODYNAMICS - THE

MISSING LINK IN STUDENTS' CONCEPTIONS

Uri Ganiel and Bat-Sheva Eylon

Department of Science Teaching, the Weizmann Institute

of Science, Rehovot, ISRAEL

Background

The topic of electric d.c. circuits is studied at

schools at a variety of levels. At the advanced high

school or introductory university level students have

usually studied some physics earlier, so that the

necessary concepts for analyzing electric circuits

should presumably be familiar from their previous

studies. At this level, the mathematical tools for

treating electric circuits are also available. Indeed,

various studies have shown(1'2'3) that students'

general understanding does improve with age and

instruction,, and their mental models concerning current

flow become more advanced* primitive models are

abandoned in favor of more scientific ones. However,

several studies(4'5,6) show that even after extensive

instruction, students do not grasp some of the very

3 4o

basic characteristics of an electric circuit. For

example, students tend to be "current minded" rather

(than "voltage minded", 5) confusing cause and effect.

Furthermore, the general idea that an electric circuit

is an interactive system is not properly understood

Difficulties associated with this feature become

apparent when changes are introduced i1 a circuit at

some point and students are asked to predict their

effect on currents and voltages at various parts of the

circuit(5) Students, and even their teachers, tend to

adopt a "local" approach in their analyses. They have

difficulties in considering simultaneous changes in

several variables. A related phenomenon emerges from

Closset's findings(4) that students tend to adopt

"seTa.Intial reasoning" across a wide variety of

problems. This means that they regard effects in a

circuit as occuring in a sequential, directional

manner, without feedback. Consequently, a change at

some point in a circuit will affect only quantities

further downstream, and not anything happening before

the point of the original change.

In order to analyze students' reasoning, it is

useful to think in terms of the following aspects:

(1) Quantitative rdationships these involve casting the

physical problem in the form of a set of linear

equations (e.g. by using Kirchoff's rules), solving

uhese equations and interpreting the solutions
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correctly (1 e what is the physical meaning of a

negative value for a certain current or voltage, etc )

(2) Funchonalrelatzonshlps. these involve a qualitative

analysis of functional relationships among variables in

an electric circuit, namely an understanding how a

change of one component and/or parameter in a system

affects the other parameters of the system (e g what

happens to voltages any currents in a circuit when one

resistance is changed?) We emphasize that by this we

do not mean an algebraic manipulation and comparison of

two consecutive computations, but rather an ability to

consider the dynamics of the interplay between the

variables in a qualitative manner

(3) Processes, Afacro-Ahcro relationships. these involve the

association of phenomena with processes. The behavior

of a circuit is described in terms of "macroscopic"

variables such as current, :esistance and voltage (in

its macroscopic manifestation, as measured by a

voltmeter). The underlying processes are described in

terms of mode Er motion of charged particles, forces.

fields and potentials (in their microscopic sense)

Such models relate concepts studied in electrostatics

with those which come into play when analyzing electric

circuits.

We would like to suggest that all these aspects are

necessary ingredieats for proper understanding of

electric circuits at the level of study under
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discussion. However, our expectations of student

performance in terms of the three aspects defined above

are restricted to an appropriate level of complexity

The usual quantitative analysis of an electric circuit

(aspect 1) follows well defined algorithms, and can

thus be applied even in complex cir,:uits A

qualitative analysis of functional relationships

(aspect 2) is more difficult, and will be carried out

successfully only for relatively simple circuits [see

e g the questionnaire in Cohen et alC5)]. The third

aspect can easily become too complicated for a student

to handle, even in simple circuits ( For example,

what happens to electric fields, drift velocities,

etc., when a third resistor is connected in parallel to

one of two resistors connected in series in a circui*?

Even experts do not carry out such an analysis

routinely However, it would be important for a

stuAant to be able to understand the process through

which increasing the source voltage will increase the

current in a circuit (for examp1a: the electric field

instdit the conductor increases, hence the force on the

charge carriers, their acceleration between collisions,

their drift velocities, and hence the current, all

increase). Clearly, the first two aspects are

sufficient in dealing with conventional problems. Our

claim with regard to the third aspect is only that

students should be able to occasionally employ

microscopic considerations.

3'43
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Do students attain a satisfactory level of

performance in these three aspects of reasoning about

electric circuits? The answer to this question depends

on the population examined. In Israel, high school

students who choose to study physics at the advanced

level, usually exhibit a satisfactory level in the

first aspect They are usually able to solve routine

problems on electric circuits which are set in the

final matriculation ("Hagrut") examinations The

second aspect, of functional relationships, is a source

of difficulty for students and even for their

teachers(5) not only in Israel but in many other

countries as well(3,4,8)

Very little is known about the third aspect.

Available studies concerning students' concepts

concentrate mostly on their models for current

flow51,2,3) and not on the actual microscopic

mechanisms and their interpretation in tarms of

electrostatic entities.

We report here on a preliminary study in which we

explored whether students can associate processes

occuring in electric circuits with microscopic

mechanisms. For example' is the sequence of

relations' battery-+potential difference - .electric

field-+forces-+ motion of charges (current)

internalized? These issues were studied through

interviews conducted with advanced high school students
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after they had completed their studies in

electrostatics and electric circuits

Method

T'vo criteria guided the design of the interviews

First, the physical situation discussed had to be one

which was unfamiliar to the students, so that they

would not be able to explain the phenomena by simply

reciting what they had heard in class. Second, the

process under discussion had to consist of a sequence

of events which would be easy to identify. As pointed

out by Steinbereg) in any simple d c. circuit, steady

state is maintained by a number of cause-effect

mechanisms (charge-voltage, voltage-current, current-

charge feedback) However, all these are usually

hidden mechanisms occuring Fimultaneously, which may

not be easy to separate We therefore chose to discuss

with our interviewees transients occuring in a very

simple circuit The phenomena here (e.g. current in an

"open" circuit) are different from those occuring at

steady stte, since the microscopic ,7rocesses are

easier to separate and identify. On .he other hand,

high school students do not usually deal with such

ohenomena in detail, and in order to describe them

properly they would have to provide their own

explanations
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Eight high school students cages 17-18) from four

different classes were interviewed for 60-90 minutes

each Each student was shown a seall^nce of circuit

diagrams (Fig 1), and we assured that they could

identify the components and understand the circuit In

a preliminary conversation, sign conventions were also

agreed on All students knew that electrons are the

charge carriers in an ordinAry circuit, and preferred

to uescribe current in terms of electron flow. The

galv,:nometer (G) was specifically described as an ideal

instrument which would instantaneously indicate the

passage of any current through it. Tho starting

question asked was. "what will G indicate?". The

situation of interest to us was (lc). Circuits (la)

and (lb) served as star ing points, and (1u) was used

for prompts or follow-ups All students responded

correctly to quostions concer:Ang the

situations (la-lb).

A varied series of questions, adapted to pcssibl

3tuden6 answers, was designed. For example' Fig. 2

shows a possible flow of the dialogue in cases where

students initially said that there was no current in

case (10. Clearly, a variety of branchings developed

in the flow of the dialogue in reaction to the

different responses students gave. In particular, when

a student wa3 not able to come up with any description

at the microscopic level, we introduced various prompts
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into the dio:ussion, e g. suggesting s/he try to use

terms from electrostatics (force, field, potential,

etc )

1 2

(a)

Figure 1

1 2

(b)

3

(d)

Sequence of circuit diagrams shown to the students. In
(c) we start :rom (a), remove the short between 1 and 2
and insert a battery instead. In (d) we start from (b)
ar follow the same sequence.
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(a)

T. What does G show when
the battery is inserted
between 1 and 2?

S. There is no current.
T. Why?

S. The circuit is open.
T. So?

S. Current cannot pass
from 3 to 4.

t

prompt T. Remember: G indicates
instantaneously any
current, however small.

(b)

S. There is no current.
T. How do electrons

between 2 and G
"know" they should
not move?

(c)

S. Ah, so there is some
current.

T. For how long?
S. It will stop after c

while.
T. Why?

S. The electrons "get
stuck" in 3.

T. Why?

(d)

S. There is some
current.

T. For how long?
S. As long as the

battery is good. -0---
T. If electrons cannot

pass from 3 to 4,
where do they
accumulate?

Figure 2

A sequence of questions asked In co: junction with
circuit lc.
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Results and Discussion

Of the eight students interviewed, only one was able

to provide satisfactory explanations cf the phenomena

the questions dealt with, as will be described below

Two more students came cloSe, they first said there

would be no current (in situation lc) but when prompted

("G shows any current") they changed their minds.

described the transient, and the mechanisms correctly

The other five could not come up with satisfactory

answes even after long discussions.

We shall now quote a few excerpts from dialogues

between the experimenter (T) and the student (S). We

shall then describe the concepts students use and their

reasoning patterns, as emerging from all the

interviews.

Examples

(I) We first 6.1.ve a short excerpt from the dialogue

with the single student who answered all the questions

correctly, in order to establish what we regard as a

sat:I.sfactory understanding at this level The student

was shown cir-uit (1c), and said that G would initially

indicate current, which would decrease and final y

stop. Then.

T. Why'

S. At first, there is a potential difference between 2

and 3 and between 4 and 1, so current flows

T Why does current flow'



S. If there is a potential difference, there is an S No, in the battery current flows from 1 to 2 and

electric field, and so the electrons are pushed then the electrons flow from 2 to 3

along the conductor. T. For how long does this continue?

T. Right So why will the current stop? S. It will stop, because the first electrons stop at

S. If we look at the break at 3, electrons cannot pass the break and there is no room for the next ones.

to 4, so there is an accumulation of electrons in T. Do you mean that there is no physical space for the

the wire close to 3 These elections repel each coming electrons?

other and the next ones arriving, so there are S No the electrons are tiny.

forces which oppose the current. I can say that a T So what causes them to stop?

field opposite to the original electric field S When there 13 a conductor and a voltage, the

develops, so that the potential difference between 2 electrons move. In the break (3-4) there is no

and 3 becomes less and less. It is like charging a conductor, so the electrons stop there But I do

capacitor. not see why they stop in the wires between 2 and 3

T And what happens between 4 and 1? there is voltago and there is a conductor. .

S. It is similar, only in the opposite sense: at first T. What is voltage?

electrons flow into the battery, but at 4 the wire S. Voltage moves electric charge from high to low

becomes positively charged and the electrons are potential.

attracted, until the attraction cancels the T. What do you mean by potential?

attraction by the positive terminal 1. S The work needed to bring the charge to infinity.

(II) The student was shown circuit diK-am (1c). The

initial part of the dialogue proceeded as in Fig 2(a).

Then:

S. Maybe there is some current through G, since the

electrons in 2 do not know there is a break in the

circuit further down

T. Is there current between 4 and 1?

350

Now, if le battery creates a potential oifference,

the el- pns move.

T. Why dc ey move?

S. Because there is a potential difference.

(It was not possible to get beyond this point in the

discussion We therefore introduced additional

concepts, in order to trigger a description of the

processes involved).

351
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T. Have you learned about the concept of the electric emerge from the complete interview with the previous

field'
student can be summarized as follows:

S. Yes, 2 charge creates a field around it Macroscopic notions

T. How is the electric field related to potential - A battery creates voltage.

difference'
- Voltage causes current flow if there is a conductor

S. Potential difference is the work necessary to move present.

the charge between two points
. - If there is no current, there is no voltage (but

(This student was unable to Eo beyond reciting formal there may be a potential difference.. )

definitions of concepts from electrostatics, and could Microscopic notions

not describe the processes This part of the interview Electrons are pushed into the open circuit from the

was concluded by providing tne stA:dent with an negative terminal only.

explanation Later on, thc following dialogue took These electrons move through the wire freely as in a

place).
pipe, until they stop at a break.

T. What is the voltage betweei. 3 and 4 after the - The student remembers the formal definitions for

current has stopped'
potential and electric field from electrostatics, but

S. Zero, since th :e is no current. Wait 1 is at h does not relate the two concepts.

the same potential as 4, since there Is no current. Macro-Micro relationships

The same for 2 and 3. So between 3 and 4 I must This student cannot provide a description of

:lave the same as between 2 and 1 But this is f macroscopic phenomena in terms of microscopic concepts

T 5o? from electrostatics. In particular, voltage (macro) is

S. I get two different results Ah. the voltage divorced from potential (micro).

between 3 and 4 is indeed zero, but the potential

difference is (

The complete interviews with every student were

analyzed in detail, in terms of their Macroscopic

notions, Microscopic notions, and Micro-Macro

rslationships. For example, the main notions which
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(III) The student as shown circuit (lc) The infAial

part of the dialogue proceeded as in Fig. (2a). Then:

S. The cannot be any current.

T Why'

3



S. In a closed circuit, the (-) of the battery pushes Throughout the intervidw, this student never used

the electrons and the (+) pulls them if 3 and 4 the concepts of potentials or electric fields All his

are disconnected, only the (-) pushes but the (+) descriptions were given at a concrete level, involving

does not pull You need both a push and a pull only charge accumulation and forces on charges. In

T. Why? other words. this student creates ale own microsconic

S. Because the electrons are held by the nuclei descriptions, disregarding what he was taught in

T. Which electrons are we talking about? electrost:*tics.

S. The electrons at terminal 2 (Fig 1c). this is where

(IV) The student was shown circuit (1c). The initial
we have a surplus of elv-rons.

part of the dialogue proceeded as in Fig. (2a). Then:
T. (Trying to prompt) Do these electrons not repel

S. There cannot De any current.
each other?

T. Why?
S. Yes, but since the circuit is open, there is no (+)

S. Charges flow from high potential, where there is
and they ar not attracted.

charge surplus, to low potential, where there is a
This student insisted that no current could flow. He

deficiency. Since .) is not connected to I_ 3 is not
was then shown circuit (id), where he agreed that

current would flow. Then:
at low potential, there is no potential difference,

and no current.
T. We now open the switch P-4. What happens?

At this point the student was shown circuit (1d), and
S. The current stops in the neutral state of the wire,

because there is n, connection to the (+) of the
agreed that current would flow. Then:

T. How did the electrons in circuit (1c; "know" not to
battery. The electrons which were on the way are

held by the (+) of the nuclei in the wire.
move from 2 through G?

S. Ah... maybe they do move at the beginning, but after
At a later part we inquired about the voltage between

a while the current will stop
Joint 3 and 4 in circuit (1c). Like the student in

Example II this student also arrived at a
T. Why will it stop?

S When the potential at 3 equals the pote.Atial at 2,
contradiction: voltage equals t on the one hand, but

because you transfer electrons, since the battery is
voltage equals zero because "there is no current".

3Fi 4

like a pump, taking electrons from one place to

3
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another, then if at one place there will be enough

electrons, there will be no need to transfer any

more, it will serve no purpose

Personifications aside ("need", "purpose"), this

student had some notion of the role of potentials and

charge densities, but he was unable to tie the

potential concept to a mechanism Potentials were not

associated to electric fields or forces on charge

carriers.

Concepts and reasoning

How do students describe the phenomena?' The

concepts used by students to explain the operation of

electric circuits appear in a number of levels. At the

most basic level, "electron densities" are invoked, and

current flow is then Ale to some mysterious "tendency"

to equalize densities Although this description is

unsatisfactory from a physicist's point of view, it is

enough to satisfy students' needs in many of the usual

(closed) circuits they encounter a battery 1,as

surplus of electrons on one terminal, lack of them on

the other, hence current flows. A slightly higher

level associates the concept of "potential" with

electron densities, and then an equally mysterious

"tendency" to equalize potentials is invoked. Still no

mechanisms are used. "Potential" it a concept for

which a formal definition iu quoted, but it is not

associated (at this level) with electric fields or

forces on the charge carriers We wish to emphasize

that students who spoke in these terms did not

associate potentials with fields/forces even when

specifically asked to do so

There are students who feel the need for mechanistic

explanations, and speak in terms of forces (repulsion

and attraction). Again there are two levels: some

will stop at the concrete level, and will not be able

to make the connection' forces - fields potentials

Clearly such students cannot associate the microscopic

picture (electrons, forces between them) with the

macroscopic parameters of the circuit. Only a minority

of the students operate at the higher level where they

are able to integrate all the concepts into a coherent

pictu re in which the microscopic concepts from

electrostatics tie in with the macroscopic parameters.

In light of these characterizations, it is not

surprising that students are thrown off by a situation

such as is (Fig. 1). When asked to explain why things

happen, they search for a picture which will appeal to

their intuition. Our intuition, however, is guided by

macroscopic, everyday experiences. When asked to

explain why the initial current will stop, students

speak in terms of "space" available to the electrons in

the wire One student actually spoke of "a train which

stops when the first car stops ", basing his argument on



the claim that charge motion must occur simultaneously

in all parts of the wire. Others knew enough about

atomic sizes (see Example II), so they would not talk

in terms of physical space. At this point, there were

students who would simply give up, and admit they had

no explanation. Others tried to reconcile the

knowledge about small sizes wi'h the intuitive need for

a macroscopic type of picture ("space"), and this leads

to a variety of models which the students try to make

up, using bits and pieces from what they had learned

previously. For example, one student spoke of

"conduction electrons", stationary positive ions, and

electrons hopping from one ion to the next At a

break, the electrons have "nowhere to go". This is

actually a more refined picture of the same basic

notion of "available space"

Our findings concerning the role of the battery and

connecting wires are similar to those of Gott510) Two

general pictures emerge. In one, the battery is

regarded as the only source of electrons which move in

the circuit. It injects electrons into the wires,

which play no active role. The wires can be either

"empty". or consist of atoms (ions + electrons). In

the other picture the battery acts as a "pump", causing

electrons already present in the wires to circulate

arolmd the circuit.

Conclusions and Implications

As noted previously, it is useful to think in terms

of three aspects, when dealing with student concepts on

electric circuits quantitative relationships,

functional relationships, and macro-micro

relationships. Our claim is that all three aspects are

necessary for achieving a proper understanding of this

topic.

It is entire possible to operate within the

quantitative level through rote learning of algebraic

algorithms. This is undesirable From the practical

point of view, it provides no safeguards against

nonsensible results. Furthermore, in teaching physics

we want to achieve a more meaningful understanding than

a mere manipulation of numbers or algebraic terms. In

the common tasks of solving electric circuits, students

calculate values for one parameter after the other,

usua7ly without considering the relationships among

them. Operating at the level of functional

relationships not only can help one to avoid tedious

calculations, but it enables the student to deal with

the system as a whole, and consider the

interrelationships between its parts (the global

approach). In order to fully appreciate the functional

relationships, the aspects of cause and effect must be

clearly understood. In other words, the concept of

3S 9
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178 voltage must be internalized and applied correctly. We

have already noted that students are not "voltage

minded" Why is that tue case, when the concept of

potential (and potential differences) is studied

thoroughly in electrostatics? One reason may be the

predominance of early studies, with their emphasis on

various models for current flow Another reason is

probably the simple fac that studs do not, relate

the electrostatic potential to the processes occuring

in the circuit Put differently, t*eir reasoning may

be lacking in the third aspect, aF defined above.

Consideration of _acro-micro relationships can lead to

a deeper ;nderstanding of the phenomena, by providing a

meaning to abstract parameters which are used in the

analysis. In particul concepts studied in the

framework of electron &tics will be integrated into the

description of dynamic phenomena. and enable the

student to "exolain" them

What emerges from the present study is the

realization, that this does not seem to be the

situation for most students Students are not able to

tie concepts from electrostatics into their ds3cription

of phenomena occuring in electric circuits As already

noted, this leads to a number of difficulties First,

the content of voltage .7emains vague; its formal

definitions (cpoted correctly) are not litilized

operationally Secondly, most .udents do not create a

consistent picture of the mec.mnisms, and are therefore
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unable to explain the phenomena. We note in passing,

that this situation does not necessarily rep esent

misconceptions, but rather the lack of any clear

concepts. Consequently, we encountered a variety of

contrived explam_tions Thirdly, we beli've that this

absence of a micro-macro impedes students' ability

to conceptualize the electric circuit as a system and

to appreciate the functional relationships between its

parts.

Several approaches have been presented in the

literature in recent years. suggesting how to start the

instruction of e.,ectric circuits, so as to emphasize

the mechanisms underlying the phenomena For example.

..,toinberg(9) uses large capacitors to slow down the

transients, Ln order to demonstrate the processes

occuring in electric circuits. These experiments are

used to gradually develop a model for the system.

Hertel (6) suggests emphasizi...^ 4he interactive aspects

by utilizinv, the analogy with mechanical systems such

as stiff rings or chains Whatever the initial

analogiesused, it is ess- tial that students real-ze

the limits of their applicabilityc 12) This means that

the students cannot be left with such models standing

on _heir own At some point any such model must be

abaneoned, in favor of a picture based on electrical

concepts. Clearly. a complete solution which mars

charge dist,-ibutions, electric fields etc is beyond
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the level of high school physics. In fact, this is a

non trivial task(7. 11) even fo- very simple

configurations However, it is essential to relate

charge (current) to forces and fields those studied

in electrostatics, and thus demystify the mechanisms

!riving the system This can be done, for example, in

a semiqualitative way, using a classical treatment

based on Drude's theory. Such an approach .:an be found

(in various texts, 13) but it would seem that the

necessary "nacro-micro" link does not receive enough

emphasis, and consequently is not assimilated in

studeLs' minds. We believe that by creating such a

link, some of the difficulties encountered by students

can be resolved.
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OSIK2 AN INTERACTIVE VIDEODISC AS A TOOL FOR

INVESTIGATING AND FACILITATING STUDENT UNDERSTANDING IN

GICNIFTRICAL OPTICS*

Fred M. Goldberg, Department of Natural Science, Sal, Diego

State University, San Diego, CA 92182, USA (619) 229-2909.

Introduction

For the past several years we have been inN..istigating

college student understanding in the domain of geometrical

optics iGoldberg and McDermott, 1986, 1987]. Our goals

have been two-fold: to study how students think about

specific optical phenomena (like shadows, mirrors and

lenses) prior to formal instruction in their college level

science courses; to identify and describe the nature of

specific conceptual difficulties exhibited by students

after formal ins'ruction. In the latter case, we are

particularly interested in the extent to which the students

can use ray diagram representat,..ins to help make

predictions and provide explanations.

The primary source of our data has been individual

interviews with students. Each interview involves a

sequence of tasks focusing on some apparatus. The student

is asked to make predictions and then to explain his or her

reasoning, drawing ray diagrams if appropriate. For

example, in our work on student understanding of the image

formed by a converging lens (Goldberg and McDermott, 1987)

the apparatus consisted of a light bulb, a lens and a

screen with n clear, inverted image of the bulb on it. See

Figure 1. We asked the student to predict how the image on

the screen (or the observability of the image) might change

if we were to make each of the following changes from the

initial set-up: (1) removing the lens; (2) covering the top

half of the lens with an opaque card; (3) moving the screen

from its original position towards the lens; (4) removing

the screen entirely. The .esponses of the students to
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these and other similar questions indicated that many of

them had difficulty interpreting and drawing ray diagrams,

that they misunderstood the function of the screen, and

that they confused the concept of image point and focal

point. The lengthy discussions we had with the etudents

during the interviews enabled us to learn a great deal

about the nature of thei: difficulties.

Recently we videotaped the entire sequence of tasks

involving the convc ging lens and produced a videodisc.

This is being used, under computer control, to carry out

stand-alone interac'ive interviews with students. Our

first goal in doing this is to gather more information

about student understanding in geometrical optics. We have

found that the computer-videodisc combination allows us

great versatility both in the types of tasks we can present

to students and in their style of presentdtion. Our

second, and long term goal, has been to use the videodisc

technology to provide tutorial instruction. Because our

interview tasks seemed very eff .tive in eliciting

students' conceptual difficulties, we believe the same

tasks would serve as good starting points for helping

students overcome their difficulties. Furthermore, the

characteristics of the interactive videodisc system promise

to sake it an effective tool for helping students make

connections between real world optical phenomena and ray

diagram representations.

In this paper we will describe the computer-videodisc

syetem and how we use it to administer interviews. Then we

will discuss certain issues regarding its use as a tool for

investigating student understanding. We will onclude with

a jiscussion of its use as a tutorial tool.
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Description of the Interactive Videodisc System

To devOop the videodisc the author was videotaped

demonstrating many of the same tasks that were used during

the previous interviews with students [Goldberg and

McDermott, 1987). In addition, close-up pictures were

taken of the screen under a myriad of contrived conditions

so that the resulting images would match all the students'

incorrect as well as their correct predictions. Most of

these screen pictures, however, were fakes; that is, they

did not represent what would actually be seen on the screen

under the conditions of the tasks presented to the

student- The intent of taking these "fake" screen

pictures was to include them among a visual montage of

several possible screen images that students could choose

from when visually confirming their redictions. After

final editing of the videotape an inexpensive videodisc was

produced.' After receiving the finished videodisc, the

author then used the Authoring System to sequence the

interview and to incorporate computer-generated text and

graphics on the appropriate video pictures.

Figure 2 shows a sketch of the main components of the

computer - videodisc system that was used during the

interviews with students. These ,omponents are as follows:

(1) IBM XT computer; (2) Zenith Model ZVM 135 color monitor

that di:plays both RGB and composite signals--the composite

picture comes from the videodisc and the RGB cones from the

computer generated text and graphics; (3) Pioneer Mo' sl

VD-L1000 videodisc player (can be controlled by signals

from the computer); (4) VAL Model 1125 Videodisc controller

and overlay card; (5) Tecmar Graphics Master video card;

(6) QUEST Authoring System from Allen Communications.2

The Authoring Systs enables us to control the videodisc

player, produce text and graphics overlays and design the

sequence of events that will be presented to the student.

As of January 1987, this entire system costs pproximately

$6500.
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Description of the Videodisc Converging Lens Research

Interview

Most students require between 30 and 45 minutes to

complete the converging lens videodisc interview after

first turning on the computer and videodisc player. The

interview begins with a two-minute narrative by the author

telling about the purpose of the research and describing

how the computer interview will work. Then the author

introduces thr apparatus: an unfrosted light bulb that

serves as an illuminated object, a converging lens and a

translucent screen on which a clear, inverted image of the

light bulb filament can be seen. The student is asked to

ketch the image on 1 special form provided for responses

to the questions.

The author then proceeds through a series of questions

regarding how the image observed on the translucent screen

might change if the set-up were Lhanged in some particular

way. As each question is posed the author actually

demonstrates the ,hasge in the set-up and simultaneously

the transP.cent screen is covered (overlayed) with an

opaque mask, effectively hiding from view what the student

is being queried about. We felt that by actually

demonstrating to the studont whin, is being asked some of

the ambiguity involved in making predictions about

"possible" changes in the set-up would be avoided.

The student is then directed to sketch what he or she

predicts would be on the screen and to draw a ray diagram

to justify the prediction. Finally. the student is Shown a

visual montage of "possible" screen pictures (all but one

of w..ich are "fakes") and is asked to choose the one that

is most like his or her prediction. (As me.itioned earlier,

these fake pictures represent the spectrum of incorrect

predictions that were made by students who were interviewed

with the actual apparatus. We would not have been able to

3G7
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include these on the videodisc had we not gathered this

informelon from previous research.) Portions of the

computer program are branched so that the next task

presented to the student is contingent on the response to

the previous luestion. This process of asking questions,

masking out critical portions of the visual scene, and then

asking for a visual confirmation of predictions continues

through a sequence of between five and nine questions. The

exact number of tasks presented to a giv a student would

depend on his or her responses to the first few questions.

After the questions are completed the student is given

the option of either seeing demonstrations of the

situations he or she was queried about or to quit the

interview. (Almost all of t e students who have gone

through the interview have opted to see demonstrations of

most of the tasks. They generally found the questions

posed to them to be interesting and were quite curious of

the actual outcomes.) Finally, the student turns in the

response form which includes his or her See e.,-13 mimic

prediction sketches, ray diagrams and written explanations.

Some Questions Regarding the Use of the Videodisc Interview

We have tried tt design our videodisc interviews so

that students could go through them without a facilitator

present. The questions are posed directly by the author

(on the video monitor). The student writes all respo.s.- on

a special form and registers his or her prediction with the

computer by making a selection from a visual montage of

choices.

Thus far we have administered the converging lens

videodisc interview to three groups, with a total

populatio of 3' students. All were unpaid volunteers.

The first group consisted of 5 students enrolled in a

special cot.rse required for secondary school science

certification. The second group consisted of 13 students
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enrolled in a one semester activity-based physics course

1.)r prese vice elementary school teachers. These students

had experimented with converging lenses and had st 'died

their behavior qualitatively, but did not draw ray

diagrams. The third group consisted of 16 students who

were enrolled in an introductory, calculus-based physics

course for engineering students and science majors. Their

instructor had discussed geometrical optics in class and

had drawn ray diagrams. 7C% of those students were also

enrolled concurrently in a lab course and had already

performed experiments with converging lenses. The only

major qualitative difference in performance between the

three groups on the videodisc tasks was that the third

E oup drew ray diagrams to help justify their predictions,

whereas the other two groups only wrote descriptions of

their predictions.

Our use of the computer-videodisc system as a vehicle

to gather information on student understanding raises a

number of concerns or questions. We will describe each

concern or question below and then address it, basing our

responses on the data gathered during the interviews with

the three groups of students mentioned above.

Since we intended for students to work through these

interviews by themselves we needed to know the extent to

which the questions posed on the video screen were clear

and unambiguous to them. The author was present in the

room during the times that students in the first two groups

engaged in the videodisc interviews. Based on feedback

from the first few interviews a small number of editing

changes were made in the computer-videodisc program. After

those changes, the students seemed to have little

difficulty understanding what they were supposed to do.

None of the students asked the author to interpret any of

the questions being askea.
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For the last group of 16 students, the author wao

present only at the beginning of the interview to e a

few procedural comments and to show the student the form on

which predictions and diagram; were to be recorded. The

author left the room when the student turned on the

computer. Although help was available in an adjacent room,

none of the students requested any after beginning the

interview. All the students in the third grow" completed

the interview completel: on their own. We conclude,

therefor-., that the questions seem to be clear and

unambiguous to the students.

Another of our concerns centered on how the student was

to communicate his or her thinking to the computer.

Eventhough the student was asked to write explanations and

draw diagrams on a written form, the computer required

input from the student to "know" the proper sequence of

tasks to present. In other words, we needed an effective

way of letting the computer "know how the student was

thinking." Our vehicle for doing this was to present the

student with the visual montage of possible choices. This

raises two questions. First, does the student actually

choose the response closest to his or her written

prediction? Second, when confronted with a visual picf:re

of the results of the prediction, c.,es the student ;:liange

his or her mind? We were concerned that if the student

made an incorrect prediction, and then saw what the screen

would actually look like if that prediction were confirmed,

the student might react by thinking something like the

following: That can't be right. The screen will never

look like that. It must be some other answer."

Fu.thermore, if the student is not very confident to begin

with, just seeing the alternative choices may encou:age the

student co change his or her mind before responding to the
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computer. The effect of this is that the information

received by the computer would not be representative of the

student's original think. ,

Space was proidded on the interview response form for

the student to draw a sketch of what he or she thought the

screen would look like for each of the tasks. To determine

to what extent the students choose the "appropriate"

picture from the visual montage, we compared the students'

written descriptions of their prediction and their sketches

of .he screen images with their choices from the visual

montages. We found that in less than 2% of the cases did a

student apparently choose an inappropriate multiple choice

response.

We tried to address our concern about students'

changing their mind by telling them, at the beginning of

the interview, that even though they might wish to change

their mind when shown the visual montage of various

choices, they should still write down the choice which

corresponded to their original prediction. Then, if they

wanted to change their mind, they could indicate their new

response at a separate place pr,wided on the form. Of the

184 possible multiple choice responses from the 34 subjects

we found that only 8% of the responses showed an indication

that the student had changed his or her mind.

Two final questions raised by the use or ti,z videodisc

interviews as a research tool have to do with a comparison

of the responses of the students who went through the

videodisc interviews with the responses of those who were

interviewed in our previous study with real apparatus and

with the investigator present (Goldberg and McDermott,

1987]. The first question is How does the quality of

their ray diagrams compare? The second is How do the

pattern and frequency of their prediction responses

compare?

X71I
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Space was provided on the interview response orm for

students to draw ray diagrams to go along with most of

their predictions. (Students who had not studied ray

diagrams were encouraged to justify their responses with

some written comments.) The 'ast majority of the students

in the third group, who had studied ray diagrams in class,

made some attempt to answer each question with a diagram.

Those diagrams that were incorrect displayed the same types

of errors that we found in the diagrams drawn by students

interviewed in our previous study with actual apparatus.

With respect to the predictions that the students made,

we found the pattern of responses to be very similar in

both the interviews using the videodisc and the actual

apparatus. For all the tasks that were identical in the

two interview formats, the percentage of students from the

two groups who gave the same responses matched to within

10%. The accompanying Table shows the results for two of

the questions. A complete description of these questions

is given in one of the references [Goldberg and McDermott,

19871.

Using the Interactive Videodisc System for a Tutorial

Interview

Based on our previous research with students who have

studied geometr'cal optics in their college physics or

physical science classes we can make the following two

observations: (1) most of the students seemed to have a

basic understanding of the behavior of light with respect

to rectilinear propagation, reflection and refraction, and

could represent this behavior readily by drawing light ray

diagrams; (2) many of the students exhibited difficulty

using ray diagrams to make predictions about or to explain

novel optical phenomena; i.e. examples that they had not

explicitly studied in class. This difficulty students have

in connecting real world phenomena and the appropriate
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scientific representation seems to be a general one, found

in other areas of physics [e.g. McDermott, Rosenquist and

van lee, 1587).

Recent psychological research provides a clue for an

effective instructional strategy to address this kind of

difficulty [Tulviag and Thompson, 1973). If knowledge

related to external events is to be accessible when those

events occur, then it is important for there to be

perception of the relevant phenomena when the knowledge is

encoded into memory. The implication here is that to

enhance the student's ability to connect representations

and renl world phenomena, it would be most effective for

the student to have learned about the representations and

phenomena at the same time.

Further support for this contention is provided in the

recent work by Brasell In kinematics [Brasell, 1987). In

her study she used the real-time graphing feature of a

Microcomputer-based lab on motion to teach students how to

draw and interpret position-time and velocity-time graphs

representing the actual motion of an object. She found

that presenting the graphical representation at the same

time as the motion occurred, rather than after a delay of

only 20-30 seconds, was a crucial factor in facilitating

the students' learning.

The interactive videodisc system provides a vehicle

through which students can be presented with diagrammatic

representations and pictures of physical phenomena

simultaneously. With our videodisc system we can overlay

ray diagrams on video pictures of the lens set-up. By

incorporating this strategy into a tutorial program we hope

to be able to enhance the students ability to connect ray

diagrams and optical phenom. a.

At this time we have just completed a preliminary

version of such a tutorial program. The topic is image

formation by converging lenses and the program was
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developed by Sharon Bendel', a member of our research

group. The strategy is to first show a damnstration and

eGk the student tu make a prediction, then present as

needed appropriate information about optics, and firally

present a related follow-up demonstration question. The

questions we az!, are the same as those we used for our

interview tasks. We have found them to be unambiguous and

to be useful in bringing out any conceptual difficulties

that might exist in the minds of the students.

The information we provide emphasizes the meaning of

light rays and the use and significance of light ray

diagrams. We found in our previous research that students

often misinterpret ray diagrams, and are especially

confused by the significance of the special rays. Many

students seemed to think that the special rays were

necessary to form an image rather than just being

convenient to locate the position of the image.

Furthermore, they seemed to think of a light ray as if it

were an actual beam of light, rather than as a geometrical

representation of the direction that the light was

travelling.

In our tutorial, we have emphasized thin geometrical

representation. We overlay ray diagrams right on top of

the pictures of the lens set-up. Although we do introduce

and use the "special rays," we also draw plenty of other

rays representing light travelling in other directions.

Preliminary results with students who have worked

through our tutorial indicate that it has promise in

helping the students develop a good qualitative

understanding of image formation by a converging lens. We

are currently designing new tutorials in other areas of

geometrical optics and will begin to carefully evaluate

their effectiveness in helping students develop the general

skill of connecting ray diagram representations with a

myriad of examples of optical phenomena.
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FOOTNOTES

1. The videodisc was produced by Spectra Image, Inc., 540

N. Hollywood Way, Burbank, CA 91505. The cost was $300.

2. Allen Communication, 140 Lakeside Plaza II, 5225 Wiley

Post Way, Salt Lake City, UT 84116. This company can

provide most of the components of the entire interactive

videodisc system.
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TABLE: Student responses fGr two tasks presented during

interviews using either the actual apparatus or the

videodisc. Percentages have been rounded to the nearest

5%. Correct response are indicated with an asterisk(*)

What would yo see on the screen if the lens were removed?

Response ACTUAL APPARATUS VIDEODISC

(N=22) (N=34)

No image(*) 50 55

Erect Image 40 35

Other 10 10

What would yo see on the screen if the two half of the

lens were covered with cardboard?

Response ACTUAL APPARATUS VIDEODISC

(N=23) (N=34)

Entire image remains(*) 35 40

Half image vanishes 55 55

Other 10 5
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The Roles of students and teachers in

misconceptualization of aspects in

"chemical equilibrium"

Malka Gorodetsky & Esther Gussarsky

Ben Gunon University

School science is being taught after the child has been

exposed to the world around him. As a result of this personal

involvement, whether visual, audial or manipulative, the child

involves himself in a process of generalization of phenomena and

abstaction, leading to the formation of concepts concerning the

nature of the world around him. The formed concepts are usually

limited in their scope as they result from limited experience and

are based only on macro and local occurences. These

conceptions have been called in the literature "commonsense

understanding" (Hills 1983), "childrens' science" (Osborne &

Fensham 1982 ), "everyday life constructs" (Wheeler

1983),"alternate frameworks" (Driver 1981) or "misconceptions".

Our work is part of the large movement in science education

that aims to understand and clarify the conceptions of children

regarding scientific concepts. The specific work is concerned with

the misconceptions associated with the concept of "chemical

equilibrium". The label "misconception" is being used, rather than

the other phrases, because of the constant comparison of the

students' conception with that of the scientific community. This

research is not a goal by itself; rather it is considered as

neccessary means to improve and deepen the understanding of

chemistry.

At school the concept of "chemical equilibrium" is associated

only with the study of chemistry. When this concept is introduced
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in the classroom the student has already a conception of the

concert "equilibrium". This conception is a result of experiencing

situations such as see-saw, bicycling, balance and , of course,

formal studies at school of the concept "physical equilibrium"

(Shaeffer 1984). It should be stressed that this conception of

"equilibrium" is a limited one in the serre that it represents only

the kind of "static equilibrium" i.e. a subordinate concept of the

more general one of equilibrium that is abstracted from knowledge

concerning "static equilibrium" and "dynamic equilibrium". The

teacher who is aware of this prior knowledge (and most of them

are not aware of the conception of "equilibrium" and its nature) is

now faced with a dilemma of how to introduce the concept of

"chemical equilibrium". Should the newly introduced concept be

tied to the preconceived one of equilibrium or should it bg

introduced as a completely new concept , taking care and

stressing its unique features (maybe even using another label to

exclude the word "equilibrium"). It seems that most of the teachers

(the aware minority and the unawar6 majority) intuitively choose

the first option. The teachers whose representation of chemical

equilibrium is probably correct or close to that of the scientific

community, are using the label "equilibrium" as a short cut for

"chemical equilibrium". However the novice learners not having

yet different schemas for "chemical equilibrium" and "equilibrium"

compartmentalize the information on chemical equilibrium

together with the previously conceiced concept of equilibrium, or

reject the new information as it is in disagreement with the

previous one. This process of subsumption into the prior

knowledge associated with "equilibrium" without differentiation of

fltributes should lead to strong resemblance of the representation

of the two concepts. The similarity of the associative framework is

supported by the analysis of word associations provided by

37f)
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students to the two key concepts "equilibrium" and "chemical

equilibrium".

Table 1. The frequencies of categories of word associations to

the key concept "equilibrium" and "chemical

equilibrium" in percentages.

Equilibrium

N

pre(72)

post(72)

pre(72)

post(72)

Colloquial

Language

Balance* General Chemistry

Concepts

Chemical

Equilibrium

46 12 11 7

23 6 13 35

Chemical Equilibrium

12 10 46 13

1 1 19 56

These values are included in the Colloquial Language.

Note: Other categories are not presented.

Table 1 gives the frequencies of the categories of free word

associations of highschool students who studied an advanced

course in chemistry. The results indicate that the conception of the

label "equilibrium" at pre-learning is associated primarily with

everyday concepts (46%). In contrast. the concept of "chemical

equilibrium" is associated with general chemical concepts (46%).

Tt.e post-learning increase in the word associations categorized

as chemical equilibrium concepts (35% for equilibrium and 56%

for chemical equilibrium ) indicates a diffusion proce:s whereby

the concepts of "equilibrium" and "chemical equilibrium" merged to

one concept being associated with a very similar framework.
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This situation is actually the one that is leading to possible

misconceptions. The features of the concept "equilibrium" aquired

from physical or everyday experience (macrophenomena) are

those of staticity and sidedness (grasping the system as being

composed of sides). It represents a system that is composed of

two or more forces reaching a situation of balance. However

"chemical equilibrium" is a dynamic system featuring reversible

reactions . The attribution of dynamism to chemical equilibrium

cannot be abstracted directly from macrophenomena, rather it is

part of the model concerning the structure of matter. The possible

transfer of features and attributes from equilibrium to chemical

equilibrium will thus lead to a misconceived concept of "chemical

equilibrium".

It is of interest that the first introduction of the concept of

"equilibrium" to chemical reactions had the notion of balance of

chemical forces exactly as that used in physics. Guldberg and

Waage who introduced the idea of dependence on "active mass"

concerning reversible reactions still viewed the equilibrium state

as resulting from the equality of forces exerted by the opposing

reactions. Although they talked about reversibility, it is not clear

that they had a dynamic conception of the equilibrium state

(Lindauer 1962). Nowadays chemical equilibrium is being treated

by two different approaches. The thermodynamic. treatment

considers chemical potentials (that are analogous to potentials in

physics) and can lead to a representation, essentially similar to

that in physics, i.e. the balance of "chemical forces". Although the

thermodynamic treatment represents a formal mathematical

approach, dealing with macroscopic observable quantities and

being detached from any micro-model, it implicitly assumes the

existence of a microscopic mechanism for reversibility, i.e.

dynamism. The second approach is the kinetic aporoach which is
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the dominantly used in school. In this approach the equilibrium

state is defined by the equality of the rates of the forward and

reverse reaction. This model is relatively understandable and it

provides a useful model for quick intuitive problem solving.

As already mentioned the features of rest, staticity and

sidedness, if transfered to chemical equilibrium cause a basic

misconception. The scientific representation of chemical

equilibrium should consider all the components (both reactants

and products) as one dynamic reversible system. A system

approach is very important in the analysis of chemical equilibrium.

The system approach is strengthening the conception of

dynamism and reversibility, whereas the conception of sidedness

is reminiscent of a static resting view.

The preconception of the concept of equilibrium is not the only

source leading to possible misconceptions. There is also a

buildup of knowledge from school formal studies in chemistry and

other sciences that seem to cause dissonance with features of

chemical equilibrium. These are numerous but in this discussion

only those that pertain to the above mentioned misconceptions are

discussed. One of these is the stochiometric relationship of the

reacting species in a chemical reaction. The students view the

stochiometric relationship as representing the relative amounts of

the species actually present in the system. Another piece of

knowledge is the nature of a "constant" whose value is constant for

a whole category, whereas in chemical equilibrium it is only

constant for Que specified system at a given temperature.

The mentioned difficulties, in addition to other possible

misconceptualizations, have been studied and mapped by

different methods. The methods used were: word associations
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tests (Gussarsky & Gorodetsky), free sorting of concepts

(Gussarsky & Gorodetsky 1937), and specifically designed

misconception tests (Gorodetsky & Gussarsky 1986, Wheeler

1978, Johnston, MacDonald & Webb 1977). These methods tried

to evaluate the degree of influence of learning at school on the

resolution of the conflicts among the various conceptions. A

neccessary condition for this resolution to occur is the awareness

of the teachers to the possible misconceptions. In this

presentation results for students' problem solving concerning

certain aspects of chemical bquilibrium, ta,:;ht by 4 teachers, are

presented. Tha teachers were graded qualitatively on the basis of

free sorting of 18 central concepts and an interview. The criteria

for grading were the degree of awareness and conscious

realization as to the role of the qualities of dynamism, reversibility

and system thinking in the conception of chemical equilibrium.

This reflected to what extent teachers actually provided the

minimal conditions for the aquisition of the scientific conception.

Teacher #1 had the closest conception to that of the scientific

community. It is of interest to note that teachar #4 actually

confessed that it did not occur to her that st.th problems exist and

that she was not trying in any way to avaluate the students'

conception regarding these aspests. This was considered as

nonsensitivity to possible misconceptualization of the concept.

Another important means for conceptual change is providing

examples. From the interview with the teachers we could learn

about the examples or other means that were used to transmit the

realization of a non static microworid. Teachers #1,#2 and #3

used common everyday examples such as a playing basketball

team, that is kept at 5 although players are exchanged, in addition

to chemical ones. All teachers used physical chemical

phenomena, such as liquid - gas equilibrium, to illustrate the

3'R

189



190
reversibility and dynamic aspects of the equilibrium state. In

addition, chemical experiments such as the equilibration of

Fe+2 (aq) + Ag+1(aq) ----It Fe° (aq) + Ago (s)

were performed. The reversibility of the reaction is illustrated by

starting from different starting materials producing a mixture that

contains ali the possible components. This example has its

shortcomings in that it illustrates the reversibility of the reaction in

general but it does not necessitate reversibility and dynamism at

the equilibrium statfi, A common analogy used by students is that

of a pendulum that oscilates from side to side (i.e. is "reversible")

till it comes to rea.

As said before, the microscopic behavior cannot be deduced

from the macrophenomena and it is part of the model concerning

the structure of matter. Thus there is an intrinsic difficulty in

integrating this feature into the conception formed from everyday

experience. It is hard to intertwine the two conceptual vines, that

of public knowledge and that of personal knowledge (Pines &

West 1986), and their conflict is leading to the introduction of

misconceptions as to the features of chemical systems, in general,

and the nature of the equilibrium state in particular.

Table 2 gives the grades achieved by students of an advanced

course in high school chemistry in a questionnaire on specific

aspects of chemical equilibrium (Gorodetsky & Gussarsky 1986).

It shows that the post learning achievements on dynamism and

reversibility are quite low. This is particularly evident in the

analysis of one of the problems in the questionnaire. The problem

regards a saturated solution of NaCI to which radioactive solid

NaCI is added. After a while the phases are separated and the

students are asked to judge as to where radioactivity will be found.

Up to 24% of the students thought that radioactivity will be found

only in the solid. In another problem regarding dynamism at the
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equilibrium state, up to 13% thought that, at equilibrium, the

molecules are at rest. Although the numbers are not very high ,

they are surprising, because the students had studied the

subjects of the molecule; nature of matter, gas laws and behavior

of solutions.

TabIJ 2 . The grades achieved by advanced chemistry students

in a misconception test regarding certain aspects of

chemical equilibrium.

Teacher Dynamism & Sidedness LeChatellier's Constancy

Reversibility Principle of K

#1

#2

#3

#4

57(34)**

53(31)**

56(28)"

39(22)

70(60)*

65(37)**

58(42)

45(45)

71(34) "

91(37) "

81(28) In"

52(35)

52(15)**

82(12)**

38(21)

70(10)**

Note: The numbers in brackets are prelearning grades.

' p 50.05, ** p 50.01

The feature of sidedness reflects the inability of treating the

system as a whole - as a unity, but rather splicing it into

constituents such as 'reactants" and "products" or "left" and "right"

sides. This conception, that probably originates from baiancing a

see-saw or balance is strengthened by the very nature of the

taught subject of chemical equilibrium. There is constant shifting

between system analysis and a detailed analysis of the

constituents, piece by piece, as in calculations of constituent

concentrations, or the application of the LeChatellier's principle.

The moderate grades on sidedness (Table 2) indicate that this
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representation of "two sides" is quite abundant. This mental it tage

probably gives rise to the comparatively good performance on

some problems that require the application of the LeChatellier's

principle. It is of interest that the performance on this aspect is

differential; there is a marked difference in the performance on

problems that are associated with changes on one side versus

problems that mettire changes on both sides. A general problem

of this kind w , ,s: A + B 4-- C, after the system reaches

equilbrium some of B is removed and the system is let to reach

equilibrium again. Usually two possible questions are est:8d; i.

What will happen to the concentration of A (changes on the same

side) ? ii. What will happen to the concentration of C (changes on

the other side)? Table 3 gives some results of the grades on

problems of this kind. The surprising point is the pre-learning

performance rather than the post performance.

Thule 3. The grades achieved by advanced classes in chemistry

on problems regarding changes on different sides of the

chemical equation.

Teacher Changes on Changes on

same side other side

#1 74(35) 87(70)

#2 65(12) 71(35)

#3 63(38) 88(71)

#4 55(14) 73(38)

Note: The numbers in brackets are pre-learning grades.

There was no reason for the different grades achieved on the

two kinds of problems on the pretest other than the mental image

of balancing the other side when a disturbing element is
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introduced in an equilibrated system.

The conflict between the detailed analysis of the two sides of

the reaction and system thinking is reflected via the confusion

between stochiometric relations and t:-9 equilibrium constant. The

students find it confusing to realize that the stochiometric relation,

in itself can not determine the amounts of substances actually

present at chemical equilibrium but that knowledge of the

equilibrium constant is essential. Thus, when referred to the

system

H2 (g) + 12 (g) -.---t 2HI (g)

and asked what will be the molar concentration of HI at

eouilibrium, if started from 1 mole/liter of each H7 (a) and 12 (g) a

probable answer will be 2 moles/liter. This answer is based on the

stochiometric relationship without any consideration of the

equilibrium constant of the reaction. It is of interest that this feature

(Table 4) is dominant with about 40% of the studied population

regardless of the nature of the teacher.

Table 4. Percentages of students that choose the different

answers on the mentioned problem.

Teacher 2 Moles/liter More Information

of HI needed

#1 34(54) 55(14)

#2 53(59) 47(18)

#3 25(71) 75(13)

#4 46(60) 55(20)

Note: The numbers in brackets are pre-learning grades.

3 R 7
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A similar compartmentalization of sides is probably inherent in

dealing with the equilibrium constant itself. Although apriori it

seems to be very simple to remember, that at a given temperature,

K is constant, the performance on this aspect is not too high (Table

2). Some students do believe that a change in concentration of

either reactants or products will result in a change in K. This again

may creep from the mental attention to the ratio of reactants and

products concentration, rather than grasping the system as a unity

with a constant "equilibrium constant".

As already mentioned, there is a dilemma as to how to

introduce the concept of chemical equilibrium as an extention of

the already existing conception of equilibrium or as a new concept

with its attributes. It seems from the research reports that there is

no clear differentiation between the concepts of equilibrium and

chemical equilibrium, and inspite learning, attributes of one

concept are assigned to the other. This persistance probably rests

on psychological factors, such as the nature of procedural

knowledge or set effect, on class evaluation that is insensitive to

detect either preconceptions or misconceptions, and on the lack

of need for change by the student. The literature on conceptual

change (Hashweh 1986, Posner 1 83) agrees that conceptual

change is unlikly to occur unless the individual views his

conception with some dissatisfaction. Whether the origin of this is

anomalies as perceived by the students or some other conceptual

conflict, it is a crucial point for conceptual accomodation. The

question is how can the conflict and resolution be achieved most

efficiently. If the new concept of chemical equilibrium is being

introduced with reference to "iquilibriumTM, there is always the

possibility for selective assimilation, as well as rejection processes

to take place, avoiding the stage of conflict. The time table should
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be first to establish the two complementary conceptions separately

and letting the student himself or by outside assistance face the

possibly conflicting aspects. It is the authors' belief that chemical

equilibrium should be taught on its own merrits, stressing the

systems it is concerned with and its attributes. This calls first for

the awareness of the teachers to the problems involved. At a later

stage it is also their responsibility to call students' attention to the

possible conflicting aspects of "equilibrium" and "chemical

equilibrium" and with mutual help reach a resolution, i.e.

abstraction to a more formal concept of equilibrium. The

conflicting situation not only serves as an initiator to conceptual

change, it also provides good conditions for deep and seriuos

information processing.
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This study is concerned with the types of information

used by problem solvers in deciding whether or not two

problems should be solved similarly. The consensus of

numerous studies (Chi, Feltovich & Glaser, 1981; Niegemann

Pear, 1986; Schoenfeld & Herrmann, 1982) of expert and

novice problem solvers is that experts sort problems

primarily on the basis of the problem's "deep structure"

(e.g. principles, concepts or heuristics that could be

applied to solve the problem), while novices sort problems

mainly according to "surface features" (e.g. problem jargon

and descriptor terms). However, the extent to which experts

might rely on surface features, and the extent tc which

novices might rely on deep structure in their decision

making processes have not been examined in arj detail. The

following two questions will be addressed here: 1) Are

novices capable of using deep structure to categorize

problems according to similarity of solution, and if so,

under what conditions? and 2) Do experts consistently

categorize problems according to similarity of solution

solely on the basis of deep structure, and if not, what

other criteria do they use and when do they use it?

.ne study of the mental representation of word

problems is important for both cognitive and pedagogical

reasons, because the representation of a problem plays an

important role in generating a problem solution. Although

there is some debate concerning the exact mechanism by which

a problem is represented (McDermott & Larkin, 1978; Chi, et

al., 1981), there is general agreement that the mental

representation of a problem is built as the problem is read,

the formation of which implies some categorization of the

problem. For experts at least, the categorization process

suggests possible solution strategies (Hayes & Simon, 1976;

Hinsley, Hayes & Simon, 1978; Newell & Simon, 1972; Simon &

Simon, 1978). Therefore, the appropriateness of the

categorization can directly influence the ability to

generate a successful solution to the problem.
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In accord with these ideas, research in the domain of

physics indicates that ability to sort problems according to

deep structure increases with level of expertise: Ph.D.

physicists are the most capable of consistently categorizing

problems according to deep structure, followed by advanced

graduate students and college seniors, with college freshman

relying mainly on surface features for categorization (Chi,

et al., 1981). This suggests that if novices'

categorization skills could be improved, improvement in

their problem solving skills might ,ollow. The insights

gained from the present and other studies could prove

instrumental in designing pedagogical approaches aimed at

improving novices' categorization skills.

A common paradigm that has been used to study expert

and novice differences in the perception of solution

similarity among word problems is the card sorting task:

subjects are given a stack of index cards, each containing a

written word problem, and are asked to sort the cards into

piles of problems that would is solved similary. The

subjects are not expected to actually solve the problems

before sorting them. Although this technique has led to a

greater understanding of how novices and experts classify

problems, there are certain inherent limitations which make

it less than optimal for the investigation of more detailed

questions. The task demands that subjects find a

categorization scneme that deals with all problems

simultaneously; this usually leads to considerable variation

in the number and composition of the possible problem piles

making data analysis cumbersome. More importantly, it is

difficult, if not impossible, to extract detailed

information concerning the competing influences of surface

features and deep structures on the categorization schemes

used by subjects of varying levels of expertise.

In order to gain more detailed information concerning

the competing influences of deep structure and surface

features on problem categorization, we designed a similarity
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judgment task not unlike one that has been used in studies

of object categorization (Rosch and Mervis, 1975; Mervis,

1980; Mervis and Crisafi, 1982). In our task, the subject

is presented with three problems, a model problem and two

comparison problems, and asked to decide which of the two

comparison problems would be solved similarly to the model

problem. The relationships of the comparison problems to

the model problem could be varied, so as to assess the

relative contributions of surface features and deep

structure in the decision making process.

Any given comparison problem could match the model in

surface features (S), deep structure (D), both surface

features and deep structure (SD), or neither surface

features nor deep structure (N). To form each 3-problem

item, comparison problems were paired together with the

following constraint: one and only one of the two comparison

problems could match the model problem in deep structure,

thereby guaranteeing that there would always be a single

correct answer. Th:s meant there could be four types of

comparison problem sets: 1) S-D, 2) S-SD, 3) N-D, and 4) N-

SD.

If it is true that experts always base their

categorization decisions on deep structure, then for each 3-

problem item experts should select the comparison problem

that matches the model problem in deep structure. For

novices, the pattern ci results should be quite different,

assuming that novices base their categorization decisions

solely on surface features. When only one of the two

comparison problems matches the model problem in surface

features, as for pairs S-D and N-SD, the novice should

choose the comparison problem matching the model problem in

surface features 100% of the time. This strategy would

predict that the novice should be always wrong when given an

S-D comparison problem pair, since the surface feature

problem is a compelling distractor, and should be always

right when given an N-SD pair, because surface features co-
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occurs with deep structure. However, if both of the

comparison problems share surface features with the model

problem (i.e. an S-SD pair) or i° neither shares surface

features with the model problem (i.e. an N-D pair), then

performance should be random, or 50% correct. In neither

case should there be a preference for one comparison problem

over the other if the subject only considers surface

features, since both alternatives should appear equally good

or equally csor.

Method

Sub ects

Novices. Forty-nine undergraduate students at the

University of Massachusetts who had completes the first

semester physics course for majors or for engineers, and

received a grade of B or better, participated in this study.

Seven of these subjects were eliminated, five due to

attrition, one because of an extremely low level of

performance, and one because of ceiling-level performance,

leaving a total of 42 subjects. The subjects were

participating in a study with ten hour-long sessions, for

which they were paid fifty dollars. The task reported here

was performed in the second session.

Experts. Eight Ph.D. physicists and two advanced

physics graduate students who had passed the qualifying exam

and were nearing completion of the Ph.D. part:,:ipated as

experts in this study. Two of the experts were eliminated

because of by levels of overall performance (56% and 69%

correct versus a mean of 91% for the remaining eight) and

because their patterns of performance differed substantially

from those of the remaining eight experts.

Task Items

Each task item was composed of three elementary

mechanics problems that were similar in type and level of
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difficulty to problems in Resnick and Halliday (1977), a

commonly used introductory text in college physics. The

problems were each three to five lines long and c,atained

only text (no pictures or diagrams). For each item, one of

the three problems was identified as the model problem,

while the other two were the comparison problems. The

subjects were to indicate which of the two comparison

problems they believed "would be solved most similarly" to

the model problem.

Types of Comparison Problems. A comparison problem

could share different numbers of and types of

characteristics with s model problem. Four types of

comparison problems were possible. The comparison problem

could match the model problem in: 1) surface features,

meaning that the objects and descriptor terms that occur in

the problems a:e similar, 2) deep structure, or the physical

principle that could be applied to solve the problem, 3)

both surface features and deep structure, or 4) neither

surface features nor deep structure. These four types of

comparison problems were termed S, D, SD, and N,

respectively. The following is a sample model problem and

the four comparison problems that were constructed to

accompany the model:
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Model Problem
A 2.5 kg ball of radius 4 cm is traveling at 7 m/s on
a rough horizontal surface, but not spinning. Some
distance later, the ball is rolling without slipping
at Sm /s. How much work was done by friction?

S Alternative
A 3 kg soccer ball of radius 15 cm is initially
sliding at 10 m/s without spinning. The ball
travels on a rough horizontal surface and
eventually rolls without slipping. Find the
ball's final velocity.

D Alternative
A small rock of mass 10 g falling vertically
hits a very thick layer of snow and penetrates 2
meters before coming to rest. If the rock's
speed was 25 m/s just prior to hitting the snow,
find the average force exerted on the rock by
the snow,

SD Alternative
A 0.5 kg billiard ball of radius 2 cm rolls
without slipping down an inclined plane. If the
billiard ball is initially at rest, what is its
speed after it has moved through a vertical
distance of .5 m?

N Alternative
A 2 kg projectile is fired with an initial
velocity of 1500 m/sec at an angle of 30 degrees
above the horizontal and height 100 m above the
ground. Find the time needed for the projectile
to reach the ground.

In constructing allowable pairs of comparison problems

to accompany a model problem, two comparison problems of

different types were paired together, such that one of the

two comparison problems matched the model problem in deep

structure, while the other did not. This constraint led to

four types of comparison problem pairs: 1) S-D, 2) S-SD,

3) N-D, and 4) N-SD. Thus, a resporse was considered

correct if the subject chose the comparison problem that

matched the model problem in deep structure.

Model Problems. In addition to varying the types of

comparison sets, the principles used for solution and the

objects in the model problems were also varied. There were

initially eight model problems, later narrowed to five.

Each model problem used in the study appeared four times,

once with each of the four types of comparison sets. The

deep structure and surface features of the eight model

problems were as follows:

Model 0 Deep Structure Surface Structure

1 Forces (Statics) Spring, Friction

2 Energy Spring

3 Linear Momentum Two Blocks, Spring

4 Work-Energy Rolling Ball, Friction

5 Angular Momentum Rolling Ball, Friction*

6 Angular Momentum Spinning Stick, Collision*

7 Linear Momentum Collision*

8 Forces (Dynamics) Friction, Motion

A Not used in the final analyses

Thirty-two items were developed, each composed of one

model problem and two of its comparison problems. Each of

the eight model problems appeared four times, once with each

of the four types of comparison problem sets.

Preliminary analysis of the expert data indicated that

tha eight model problems were not of equal difficulty,

F(7,49) - 6.04, p<.0001. Mean performance for the eight

model problems ranged from 100% to 59/ correct. Since it

was important to ,stablish a baseline of problems in which

experts consistently agreed on the answer, the three model

problems in which the lowest mean performance was observed

were elimnated. These were model problem 5 (72% correct),

model problem 6 (69% correct), and model problem 7 (59%

correct). After eliminating the 12 items that used model

problems 5, 6, and 7, there was no longer a model problem

main effect in the expert data, F(4,28) - 1.65, p..1885.

Eliminating these items from the novice analyses did not

significantly alter any results.
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Procedure

The experiment was run on IBM compatible PC's, to

which a three-key response unit was attached. The subject

was told to read carefully the model problem and the two

comparison problems which would appear below it. Then they

were to decide whether comparison problem A or comparison

problem B would be solved most like the model problem, and

press either the button labeled A or the button labeled B on

the response unit to indicatr their decision. The items

were presented in random ordlr, with no limit imposed on

time to respond. After eve items, the subject was given

the opportunity to take a brief rest. Most subjects

completed the task within 45 minutes.

RESULTS

The performances of the 42 novices and the 8 experts

were compared b. a 2 (Groups) by 4 (Comparison Types) by 5

(Model Problems) analysis of variance. Overall, the experts

chose the alternative that matched the model in deep

structure (91% of the time) significantly more often than

did the novices (6C of the time), F(1,49) 83.03, p<.0001.

Thus, in general, experts were better able to determine

whether two problems would be solved similarly.

Comparisoa Types

Performance on the four Comparison Types indicated

that they were not of equal d 'ficulty, F(3,147) - 31.31,

p<.0001. Averaged over all 50 subjects, the Leans for each

Comparison Type (in oroer of difficulty) were: SD: 33%

correct, SSD: 62% correct, ND: 72% correct, and ,I -SD: 92%

correct. However, since there was also a Group x Type

interaction, as predicted, F(3,147) 12.31, p<.0001, it is

more meaningful to discuss the differences between

Comparison Types within, each group separately.

Experts. If experts base their decisions about the

similarity of solution of two problems on deep structure

4'00

only, then Comparison Type should have no influence on

experts' perfeemance, and the predicted means for each

Comparison Type are 100% correct. However, there was a

significant main effect of Comparison Type, F(3,21) 3.77,

p- .0261, indicating that surface features do exert some

influence on experts' decision making processes (see the

means for the four Comparison Types in Table 1). Note that

the relative ordering of these means is the same as that for

the novices (see below), suggesting that experts tend to

make errors in the same kinds of conditions as novices.

However, this tendency for experts to make more errors

in certain classes of items is Jaly suggestive, since there

were no significant differences between any of the four

Comparison Types when they were compared pairwise. In fact,

the 99% confidence intervals for three of the four

Comparison Types do include the predicted 100% correct: SD:

70%<M<95%, S-SD: 76%<M<100%, N-D: 88%<M<100%, and N-SD:

92%<M<100%. Hence, for this set of model problems, experts

appeared to base their decisions mainly on deep structure.
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Table 1: Predicted and Observed Performance of Experts and
Novices

Experts

ObservedComparison Type Predicted

S-D 100%

S-SD 100%

N-D 100%

N-SD 100%

82%*

90%

95%

98%

Novices

-eredicted Observed

0%

50%

50%

100%

* Differs from the predicted value (p<.01)

Novices. Assuming that novices base their decisions

on surface features alone, then Comparison Type should have

a major influence on performance, as our initial predictions

snisest. In fact, there were substantial differences in

performance among the four Comparison Types, F(3,123)

114.86, p<.0001 (See the means for the four Comparison Types

in Table 1). All pairwise comparisons were significant at

p<.0282 (the highest p value was p.0047, here controlled

for 6 tests).

Two observations can be made about these data

regarding the role played by surface features in novices'

decision making processes. On the one hand, the presence of

a comparison problem that matches the model problem in

surface features only adds to the difficulty of making a

decision about whether two problems would be solved

similarly, regardless of whether or not the second

comparison problem matches the model problem in surface

features in addition to matching it in deep structure: the

combined mean of the two Comparison Types with surface

feature distractors, S-D and S-SD, was 40% correct versus

80% correct for N-D and N-SD 'ombined. On the other hand,

4'19,., ..

if a comparison problem matches the model problem in both

surface features and deep structure, then the decision is

facilitated: the combined mean of the two Comparison Types

in which the surface feature match co-occurs with the deep

structure match, S-SD and N-SD, is 74% correct versus 46%

correct for S-D and N-D. Clearly, surface features not only

play a major role in novices' decision making processes, but

can both help and hinder the process of deciding whether two

prolems would be solved similarly. However, the

observation that surface features play such a large role

does not necessarily imply that deep structure plays no role

in novices' decisions. This will be the next issue to be

discussed.

Recall that in the introduction to this paper, we made

a set of specific predictions for the performances of

novices in each of the four Comparison Types, assuming that

they considered only surface features in their decision

making process. Briefly, these predictions so -e: 1) S-D:

always choose S, resulting in 0% correct, 2) S-SD: S and S-D

are equally good choices, resulting in 50% correct, 3) N-D:

N and D are equally poor choices, resulting in 50% correct,

and 4) N-SD: always choose SD, resulting in 100% correct.

However, the confidence intervals for each Comparison Type

suggest that the assumption that novices consider only

surface features in deciding on solution similarity does not

give a complete account of the data; deep structure does

seem to play a role in novices' decision making processes.

For S-D items, the 99% confidence interval was

17%<M<31% correct, versus the predicted 0% correct. The

fact that the lower limit of the confidence interval is so

far above 0% correct suggests that for at least some model

problems, novices were able to utilize deep structure in

making their decision. In fact, for S-D items, the mean

percent correct for the five model problems ranged from 7%

for model problem #2 (Spring/ Energy) to 50% for model

problem #1 (Spring-Friction/Force). Thus, although novices
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displayed a definite preference toward selecting the surface

feature distractor in S-D items, by no means did all

subjects ignore deep structure in their decisions, even in

the S-D condition where they should have been most prone to

do so.

Performance on the S-SD items was no different from

the predicted value of 50% correct; the 99% confidence

interval was 48%<M<64%. There was considerable variablility

in the mean percent correct scores for the five model

problems, which ranged from 24% for model problem #4

(Rolling Ball-Friction/Energy) to 78% correct for model

problem #8 (Friction-Motion/Forces). In general, adding

matching surface features to the deep structure alternative

did increase the probability that subjects would choose it

over the surface-feature-only distractor, but subjects were

not significantly more likely to choose the deep structure

alternative over the surface features distractor.

In contrast, performance in the N-D items, where all

surface feature similarity was eliminated from both

comparison problems, indicates that novices chose the deep

structure alternative at a rate significantly above the

predicted level of 50%; the 99% confidence interval was

60%<M<76% correct. Mean performances on the five model

problems were 64% correct and higher, except for model

problem #2 (Spring/Energy), on whicl. performance was 21%

correct. These findings suggest that when an item did not

permit a decision based on matching the moiel problem to one

of the comparison probl.ms on surface features, subjects

were able to determine which alternative would be solved

similarly to the model problem more often than not. In

order to do so, subjects had to be able to make some use of

the problems' deep structure.

As expected, when surface features and deep structure

co-occurred in comparison problem and the other comparison

problem matched the model problem on neither surface

features nor deep structure, performance was quite high.
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However, the confidence interval in these N-SD items did not

include 100% as predicted; the 99% confidence interval waz

86%<M<96: correct. For this Comparison Type, it is actually

not clear why subjects would ever have chosen the N

alternative, since it did not share any characteristics with

the model problem. It is possible that some unintentional

similarity between the model problem and the false

alternative was noted or that the subjects did some

guessing.

Experts versus Novices. The mean performance of the

experts was significantly higher, at p<.00C1, than that of

the novices for each of the four Comparison Types, except

for the N-SD type where performance was quite high for both

groups (see Table 1). As noted earlier, although the

experts' performance is higher than the novices' in all four

Comparison Types, the relative ordering of the means across

the four Comparison Types is the same for both experts and

novices.

Model Problems

The analysis of the combined expert and novice data

indicates that the five Model. Problems were not of equal

difficulty, F(4,196)-4.65, p.0013. Recall that for

experts, there was no significant difference among the five

Model Problems. However, for novices, the Spring-

Friction/Forces items (/6% correct) were easiest, followed

by Friction-Motion/Forces (63% correct), Roiling Ball-

Friction/Energy (60% correct), Twc Blocks-Spring/Linear

Momentum (59% correct), and Spring/Energy (41% correct). In

addition, there was a significant interaction of Comparison

Type and Model Problem, F(12,588) -4.34, p<.0001, indicating

that the ordering of means for the five Model Problems was

not the same for each of the four Comparison Types. these

results suggest that the difficulty of making a decision

based on deep structure may be related tc the context of the
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problem. Subjects probably perform better with problem

situations that they understand better.

DISCUSSION

This study focused on investigating the extent to

which experts and novices use deep structure and surface

features to categorize physics problems. We hypothesized

that experts would categorize problems solely on the basis

deep structure and that novices would categorize solely on

the basis of surface features. According to these

hypotheses, quite different patterns of performance were

predicted for experts and novices. However, neither experts

nor novices behaved completely in the manner experted.

Although the five model problems selected for analysis

were those on which experts categorized predominantly on the

basis of deep structure, there is some evidence that experts

were distracted by surface features. Experts' lowest

performance occurred on the S-D items, where surface

features and deep structure were in direct competition,

indicating that even experts can experience difficulty

ignoring surface features. This conclusion is supported by

the fact that we found it necessary to drop two experts

because their patterns of performance were unlike those of

the other eight experts, and were, in fact, more similar to

the performance patterns predicted for novices. Since there

is no obvious explanation for why these two experts sorted

in the manner they did, their performance serves as a

warning to those researchers irnined to make global

statements on the basis of small numbers of experts: not all

"experts" behave like the "typical" expert.

Or the other hand, the results from the novice data

suggest that novices do not focus exclusively on surface

features when categorizing problems. In the condition where

novices should havt been most distracted by surface

features, namely the S-D items, the deep structure

comparison problem was not infrequently chosen. Further,
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when no matching surface features were present in the

comparison problems, namely the N-D items, novices were able

to choose the comparison problem that matched the model

problem on deep structure over the no-match comparison

problem with a frequency that was significantly higher than

the predicted 50%. The significance of these results is

enhanced by the fact that they reflect consistent trends in

performance across subjects. Thus, although our findings

basically support the conclusion that surface features serve

as the most compelling attributes used by novices in

categorizing physics problems, our findings also suggest

that novices do not entirely ignore deep structure. Under

the right conditions, it might be possible to develop

further novices' tendency to consider deep structure through

instructiGn.

Categorization on the basis of surface features has

generally been viewed as an impediment to successful problem

solving by the cognitive research community, yet many

mathematics and science textbooks do not develop an approach

that would lead students to recognizi the arbitrariness of

surface feature cuing. Our results suggest that surface

features in word problems could be used to hone students'

problem solving prowess. The assumption made by most

traditional approaches to teaching problem solving is that

it is easiest for students to recognize that two problems

would be solved similarly if they share surface features.

Our research indicates that this is a valid assumption,

suggesting that it makes sense to give students problems to

solve that match worked-out examples in both deep structure

and surface feature attributes while they are learning a new

topic. However, if one stv's here, students will likely get

the impression that surface features are more important than

they really are in deciding on a solution strategy for a

problem. It is therefore important to vary the problem

context so as to eliminate surface feature similarity as the

student learns to apply the problem solving technique to new

. =
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types of situations. Finally, problems can be given that

match the earliest examples in surface featuree, leading

students to beliere that they should be solved similarly,

but which actually require a different solution strategy.

In other words, the students' concept of what problem cues

can be used in selecting particular problem solving

strategies should be challenged in order to promote flexible

problem solving. The practice of grouping problems with

similar surface features together, as is commonly done in

many popular mathematics textbooks under headings such as

"age problems" and "per cent problems," is in direct

conflict with this goal since it is likely to mislead

students into thinking that all such problems share a common

solution strategy.
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The studies on the solution of speed problems

were conducted in either informal t.r formal set-

tings. In the first kind of studies, subjects are

presented with a concrete situation and they are

required to make judgements regarding the relative

speeds, durations and distances of the moving

objects. The solutions and judgements can be

either qualitative or semi-quantitative, which are

based on the perceptual physical relationship

between distance, speed, and duration, since the

numerical values of the variables are not given

(e.g., Piaget, 1970; Siegler and Richards, 1979).

In the second type of studies the subjects are

required to solve speed problems which are present-

ed verbally and include numerical values for the

variables. Here the solutions can be quantitative

and involve mathematical symbols and procedures

(e.g., Simon and Simon, 1978; Gorodetsky et al.,

1986). The study of Gorodetsky et al. (1986)

makes it clear that the most serious deficiency in

students knowledge structures were the great

variety of misconceptions in the time concept and

its use and in their inability to represent cor-

rectly time and distance relations which require to

use relationship between starting times, starting

points, or between directions of the moving ob-

4 10

jects. Possible interpretations to the latter

result are: (a) the time concept was not developed

to the degree required to solve speed problems of

non-trivial nature, and therefore was missing from

the students' declarative knowledge, or (b) the

rule expressing the relationship among the three

concepts, either was not acquired, had inappro-

priate procedural attachments or components, or

could not be used under the specific conditions in

the presented speed problems.

The interesting issue regarding the acquisi-

tion of the three-concept relationship among speed,

duration, and distance was raised by the conflict-

ing findings from the two types of studies, i.e.,

in informal and formal settings. It was claimed by

researchers in the informal studies that the three

concepts were fully integrated by the age of 12.

However, the study by Gorodetsky et al. (1986)

which belong to the formal type, demonstrated that

by the age of 17 most students (over 60%) were

unable to use the three-concept relationship in the

solution of speed problems. A plausible explana-

tion is that the difference between these conclu-

sions is due to the different contexts in which the

judgements were made. It can be hypothesized that

even if the three-concept relationship was ac-

quired, it can be used differently in (a) con-

crete, familiar everyday situations which neither

require nor enable the use of this relationship in

the precise manner (e.g., by representing it sym-

bolically) and (b) relatively unfamiliar situations

in which the numerical values of the variables are

given and the three concepts must be symbolized,

their relationship expressed mathematically, and is

411
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manipulated algebraically.

This analysis points that a sharp contrast

exists between the findings from the research on

algebraic solution of speed problems and the devel-

opmental claims that the three concepts and their

physical relationship are mastered by the age of 12

or 13.

ALgis discrepancy and the other findings from

Gorodetsky et al. initiated the analysis described

in the next section. This analysis explores the

semantic structure of speed problems and their

solutions in the formal settings, enables us to

understand the complex structure of speed problems,

and helps to identity bugs in the representation of

speed problem elements. Based on this anlaysis, we

define an isomorphism between speed problems, which

faciliates the transition from a difficult problem

to an easier isomorphic one.

DECLARATIVE AND PROCEDURAL KNOWLEDGE OF SPEED

PROBLEMS

In Harel and Hoz (in preparation), the follow-

ing categorization of speed problem elements were

made. A problem element is a verbal statement

describing a knowledge state. A problem element

can be either a quantity element or a relation

element. A quantity element reflects an aspect of

at least one quantity (e.g., "the speed of a car is

80 km/h," or "what is the time required for car 1

to get to A?"). A relation clement pertains to a

relation that exists between quantity elements or

directions of motions (e.g., "the speed of car 1 is

412

larger than that of car 2").

Problem elements can either be mentioned in

the problem statement or inferred from other ele-

ments, thus being in the problem space (Anderson,

1985). A mentioned element can be either specified

in the problem statement, i.e., include a datum, or

unspecified in the problem statements (e.g., the

time required for the car to traverse the given

distance does not appear in the problem statement).

The set of mentioned unspecified elements contains

a subset of missing value elements, both quantities

and relations, whose numerical values are required

(for example, "find the distance between A and B").

Problems in various domains may include dif-

ferent problem elements. Thus, speed problems are

characterized as incorporating the following spe-

cific problem elements: (1) Quantities. Duration

(DU): The total period for time in which the car

was in motion; Stationary (ST): The total period of

time the car was stationary; Time (T): The period

of time that passed from the moment the car started

to the moment the car arrived (i.e., duration +

stationary); Chronological Time; Speed; and Dis-

tance; and (2) Relations between the former quan-

tities, or between the directions of motion (i.e.,

same or different).

The relations in speed problems on two moving

objects can be classified according to the quanti-

ties included in the relation: Du-Du: Relation

between duration quantities. T-T: Relation between

time quantities. St-St: Relation between stationary

quantities. Dis-Dis: Relation between distance

quantities. S-S: Relation between speed quantities.

These relations can be classified into three cate-
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gories: basic relations, direct relations, and

indirect relations. The involved quantities may

belong either to one car or to two cars.

Basic relations are thl simplest and temporal

relations that indicate whether the following five

quantities are same or different: Starting times

(STs), terminal times (TTs), starting points (SPs),

terminal points (TPs), and directions of the two

cars (Dirs). Basic relations are presented either

explicitly or implicitly in every speed problem

involving two moving objects, and serve to infer

(according to logic rules) the relations among

problems quantities that are needed to solve the

problem. For example, if the two cars have the

same starting and terminal chronological times,

then they travel for the same period of time.

The remaining specified relations that pertain

to quantities of both cars are either direct or

indirect. A direct relatio.1 is one which can be

transformed into an equation (or inequality) with-

out using any basic relations. An indirect rela-

tion is one which cannot be transformed into an

equation unless certain basic relations have bee.i

used.

There are taro groups of indirect relations:

The Distance-Indirect-Relations (DIR), and the

Time-Indirect-Relations (TIR). DIR relations are

those which involve the time-determining basic

relations between STs (starting times) and TTs

(terminal times). Note that speed relations are

basic relations since constant speed does not have

starting value, terminal value, or direction.

The derivation of both DIR and TIR relations

is achieved through the use of declarative and

414

procedural knowledge which was described up to

here. The solution of speed problems necessitates

that DIR and TIR relations be inferred from basic

relations, represented individually and used for

the representation of the whole problem, and trans-

lated into equations.

The declarative and procedural knowledge

required foi the solution of speed-problems involve

the following processes: (1) the establishment of

correspondence between problem elements and the

problem quantities, and (2) the formation of their

representations and the whole problem representa-

tion. For this analysis, we assume that the pro-

cess by which the numbers appearing in the problem

statement are linked with the appropriate mentioned

problem elements is essential for inferring other

problem elements (either quantities or relations).

Similar zrguments were ,Iroposed by Kami' (1970).

Such links are formed in order to coherently and

completely represent certain problem elements, as

well as the whole problem .....tuation. The possible

kinds and their subkinds of elements to which a

datum in a speed problem can referred to are depic-

ted in Figure 1.
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Figure 1. References of a datum in a speed problem.
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The formation of representations of a problem

as a whole is based on the first process, i.e., the

correspondence between these elements. While the

first process is related to the understanding of

the role and nature of the mP-tioned elements, the

second process is related to inferences which the

problem solver makes from these elements. An

outcome of this process might be making symbolic

representations for the inferred missing value

elements. To clarify this point consider the

following situation: "Car 1 started at 4:00 and

car 2 started at 6:00. Car (1) arrived 2 hours

after car 2. Car (2) arrived at 11:00." In order

to represent this situation the problem solver has

first to understand the situation and identify each

datum in the mentioned elements:

413

1. 4:00 represents chronological-starting-

time quantity of car (1).

2. 6:00 represents chronological-starting-

time quantity of car (2).

3. 11:00 represents chronological-terminal-

time quantity of car (2).

4. 2 represents a relation between the ter-

minal times of cars (1) and (2); the

terminal time of car (1) is (2) hours

greater than that of car (2).

The problem solver can now turn to infer the indir-

ect relations from these specified elements.

5. Elements 2 and 3 imply that the duration

of car (2) is 5 hours.

6. Elements 1 and 2 imply that car (1) tra-

veled two hours before car (2) started.

7. Element 4 implies that car (1) traveled 2

hours after car (2) had arrived.

8. Elements 3 and 7 imply that car (1) ar-

rived at 1:00.

9. Elements 1 and 8 imply that the duration

for car (1) is 7 hours.

The kinds of inferences in more complex situations

are depicted by the possible symbolic representa-

tions of problem elements in Figure 2 and Table 1.

There are four different ways to represent

problem elements:

(1) by a variable, (2) by a given number or one

derived from given numbers, or (3) by an algebraic

expression that includes numbers or variables, but

not only numbers, or (4) by an equation. The

latter possibility holds for relation elements but
not for quantity elements. (See Figure 2 and Table
1.)
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Figure 2 shows possible ways of representing

problem elements symbolically. We labeled the

linxs between the nodes to allow the identification

of the nodes. For example, the node, "Representa-

tion by a number derived from given numbers", is

identified as 12 since the licks between its conse-

cutive nodes are labeled by 1 and 2; or the node

Figure 2: Refere..ces of a problem element in a speed problem.

"TBF" marked by * is coded by 122112. Examples Bataresented by
a variable

for some of these nodes and the symbolization

process involved are given in Table 1.
using

Basso

FaCtOCI,

Besse

factors

The representation by a variable can be

achieved by either using basic relations, namely,

Distance-Basic-Relations (DBRs) or Time-Basic-

Relations (TBRs), or not using basic relations.

When the representation is done by numbers

QUANTITY

PROBLEM
ELEMENT I

2
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represent Q's
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:present Q's
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that are given or were derived from numbers given

in the problem statement, or by an expression,

there are three cases: (a) The numbers or expres-

sions represent quantity elements of one car, (b)

the numbers or expressions r=present quantity

elements of two cars, or (c) some numbers or

lbe Ws are
of M MIS
ktnd

The Q's
not of the
sasildrd

are

the Q's are The Q's are
o.* M saw not of the
kind same lord

Using
Basic
Factors

expressions represent quantity elements and others Using Not Using
Basic Basic

represent relation elements. In the cases (a) and Factor FOC[Off

(b), the quantities can be either of the same kind

(for example, all of them are time quantities) or

of different kinds (for example, one quantity is a

speed and the other is a distance quantity). In

case (b), the involved relations are either DBRs,

TBRs or indirect relations. In case (c) it can be

that all the quantities and relations refer to one

car, or some refer to one car and others to the:

second car. In the latter case they can be either

DBRs, TBRs or indirect relations.

418
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Note: Examples for problem elements 1 JUM4 of the nodes are given in Table 1.
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Table 1

O
co

NODE I PROBLEM ELEMENT SYMBOLIZATION PROCESS NOTES

-I--

1112

Two cars left at the same time
a

points A and B and met at C.
The duration of one car is x

hour the duration of the second
car is also x hours.

In order to represent the two
durations by the same variable
(x), one needs to use the given
basic factors. In this case
TOF's.

a As in 1112

The duration of one car is x
hours, the duration of the second
car is y hours.

Basic factors are not involved
in this symbolization process.

112
1Tw0 cars left the same point, and
traveled in different directions,

b
They stopped at two points 200 km
apart.

One car traveled x km, the other
car traveled y km.

As in 112a

1211

The car left at 8:00 and arrived

at 12:00.

The duration of the car is
12 8 (= 4) hours

The duration quantity was

derived from two given quanti-
tics of the same kind, and

both refer to one car.

1212

The car traveled 5 hours at speed
of 40 km/h.

The distance that has been traveled
by the car is 40 x 5 (. 200).

The distance quantity has been
derived from two given
quantitites of different kinds,
but both refer to one car.

122111

Two cars started one toward the
other. One car started from
point A and traveled 70 km. The

other car started from point B and
traveled 80 km.

The distance between A and D is
70 . 80 ( 150i km.

The distance quantity has been
derived from two given qqantities
of the same kind and refer to

the two care. DBF's are involved
in the process of deriving the
quantity 150.

NODE PROBLEM ELEMENT SYMBOLIZATION PROCESS NOTES

122112

Two cars started at 8:00 and
met at 12:00

The duration of each car is
12 - 8 (. 4).

As in 122111. Instead of dis-
tance, here we have duration.
Instead of DBF's, TBF's are
involved here, since the voids

"started" and "met" must be
translated to relatiors between
the starting times and the
terminal times respectively.

12212

One car started at 8:00 and
arrived at 12:00. The second
car started at 9:00 and arrived
at 11:00.

The two cars traveled 4 hours. TBF's are not involved in this
symbolization process.

122211

ho cars left the same point and
traveled in opposite directions.
After 2 hours the distance between
them was 100 km. One car traveled
at 20 km/h.

One car traveled 100 - 20 x 2
(. 60).

The distance quantity of one
car has been derived from
different kinds of quantities
which refer to the two cars.
The derivation involves DBF's.

1231

One part of the distance between
A and B has been traveled by a

car at speed of 50 km/h in 2 hours.
The second part which is 10 km
greater than the first part, has
been traveled in 3 hours.

Tb. speed of the car at the
second part of the distance is
'40 2 + 10

The speed quantity has been
derived from numbers represent-
ing quantities and relation

3

12322

Two cars traveled 150 km in 2 hours
One car without stationary the
second car with stationary. The
speed of the first car is 5 km/h
more than the speed of the second
car.

The second car stationed

150 - 2 .(--- - 5)
2

The speed quantity has been
derived from numbers represent -
ing quantities and relation.

150

2

c

'

1312

Thc car traveled the distance

between A aid B at speed of
75 km/h.

The duration of the car ,s x
75

The speed quantity has been
represented by an expression,

when the items in the expression
represent quantities of differ-
ent kinds.

420



N
O
D
L

P
R
O
B
L
L
M
 
L
L
L
M
E
N
T

S
Y
M
B
O
L
I
Z
A
T
I
O
N
 
P
R
O
C
E
S
S

N
o
r
E
s

_
.

1
3
2
1
1
1

A
s
 
i
n
 
1
1
2
b

O
n
e
 
c
a
r
 
t
r
a
v
e
l
e
d
 
x
 
k
m
,
 
t
h
e
 
o
t
h
e
r

c
a
r
 
t
r
a
v
e
l
e
d
 
2
0
0
 
-
 
x
 
k
m
.

T
h
e
 
d
i
s
t
a
n
c
e
 
q
u
a
n
t
i
t
y
 
0
1
 
t
h
e

o
t
h
e
r
 
c
a
r
 
h
a
s
 
b
e
e
n
 
r
e
p
r
e
s
e
n
t
e
d

b
y
 
a
n
 
e
x
p
r
e
s
s
i
o
n
.

T
h
i
s

e
x
p
r
e
s
s
i
o
n
 
h
a
s
 
b
e
e
n
 
c
o
n
s
t
r
u
c
t
e
d

b
y
 
u
g
i
n
 
D
B
F
'
s
.

1
3
2
2
1
2

T
w
o
 
c
a
r
s
 
s
t
a
r
t
e
d
 
o
n
e
 
t
o
w
a
r
d
 
t
h
e

o
t
h
e
r
 
f
r
o
m
 
t
w
o
 
p
o
i
n
t
s
.
 
O
n
e
 
t
r
a
v
e
l
e
d

a
t
 
7
5
 
k
m
/
h
,
 
t
h
e
 
o
t
h
e
r
 
t
r
a
v
e
l
e
d
 
a
t

8
0
 
k
m
/
h
.

T
h
e
 
d
i
s
t
a
n
c
e
 
b
e
t
w
e
e
n
 
t
h
e
 
d
e
p
a
r
-

t
u
r
c
 
p
o
i
n
t
s
 
i
s

7
5
t
 
t
 
+
 
8
0

t

w
h
e
n

t
i
s
 
t
h
e
 
d
u
r
a
t
i
o
n
 
o
f
 
t
h
e

t
w
o
 
c
a
r
s
.

T
B
F
'
s
 
h
a
s
 
b
e
e
n
 
u
s
e
d
 
w
h
e
n

t
 
h
a
s

b
e
e
n
 
t
a
k
e
n
 
a
s
 
a
 
v
a
r
i
a
b
l
e
 
d
e
n
o
t
i
n
g

t
h
e
 
d
u
r
a
t
i
o
n
 
o
f
 
t
h
e
 
t
w
o
 
c
a
r
s
.

M
o
r
e
o
v
e
r
 
t
h
e
 
p
r
o
c
e
s
s
 
o
f
 
s
y
m
b
o
l
i
z
-

i
n
g
 
t
h
e
 
d
i
s
t
a
n
c
e
 
i
n
v
o
l
v
e
s
 
W
i
t
'
s
.

1
3
3
2
1
2

T
y
e
 
c
a
r
s
 
l
e
f
t
 
a
t
 
t
h
e
 
s
a
m
e
 
t
i
m
e
 
a
t

p
o
i
n
t

A
t
o
 
g
o
 
t
o
 
p
o
i
n
t
 
B
,
 
1
2
0
 
k
m

a
p
a
r
t
.

T
h
e
 
s
p
e
e
d
 
o
f
 
o
n
e
 
c
a
r
 
i
s

g
r
e
a
t
e
r
 
t
h
a
n
 
t
h
e
 
s
p
e
e
d
 
o
f
 
t
h
e

o
t
h
e
r
 
c
a
r
.
 
T
h
e
r
e
f
o
r
e
 
s
h
e
 
a
r
r
i
v
e
d

a
k

h
o
u
r
 
e
a
r
l
i
e
r
 
t
o

B
.

1
2
0 .
c
.

T
h
e
 
s
p
e
e
d
 
o
f
 
o
n
e
 
c
a
r
 
i
s
 
-
-
-

.

a
n
d
 
t
h
e
 
s
p
e
e
d
 
o
f
 
t
h
e
 
s
e
c
o
n
d
 
c
a
r
 
i
s

1
2
0

7,
7,

7
w
h
e
r
e

t
i
s
 
t
h
e
 
d
u
r
a
t
i
o
n

o
f
 
t
h
e
 
f
i
r
s
t
 
c
a
r
.

T
h
e
 
p
r
o
c
e
s
s
 
o
f
 
s
y
m
b
o
l
i
z
i
n
g
 
t
h
e

s
p
e
e
d
 
a
t
 
t
h
e
 
s
e
c
o
n
d
 
c
a
r
 
I
n
v
o
l
v
e
s

T
O
F
'
s
.

2
1
1
2

O
n
e
 
c
a
r
 
i
s
 
:
 
s
t
e
r
 
t
h
a
n
 
t
h
e
 
o
t
h
e
r

C
a
r
.

T
h
e
 
d
i
f
f
e
r
e
n
c
e
 
b
e
t
w
e
e
n
 
t
h
e
 
s
p
e
e
d
s

o
f
 
t
h
e
 
t
w
o
 
c
a
r
s
 
i
s

x
.

N
o
 
b
a
s
i
c
 
f
a
c
t
o
,
 
h
a
s
 
b
e
e
n
 
u
s
e
d
.

2
1
1
1
1

T
w
o
 
c
a
r
s
 
s
t
a
r
t
e
d
 
f
r
o
m
 
A
 
a
n
d
 
t
r
a
v
e
l
e
d

a
t
 
s
o
m
e
 
d
i
r
e
c
t
i
o
n
.

O
n
e
 
c
a
r
 
s
t
o
p
p
e
d

a
t

C
.
 
t
h
e
 
s
e
c
o
n
d
 
c
a
r
 
s
t
o
p
p
e
d

f
u
r
t
h
e
r
 
a
t
 
p
o
i
n
t

B
.

T
h
e
 
d
i
s
t
a
n
c
e
 
b
e
t
w
e
e
n
 
C
 
a
n
d
 
B
 
i
s

x
 
k
m
.

T
h
e
 
d
i
s
t
a
n
c
e
 
t
h
a
t
 
h
a
s
 
b
e
e
n

t
r
a
v
e
x
e
d
 
b
y
 
t
h
e
 
s
e
c
o
n
d
 
c
a
r
 
i
s
 
x
 
k
m

g
r
e
a
t
e
r
 
t
h
a
n
 
t
h
e
 
d
i
s
t
a
n
c
e
 
t
h
a
t
 
h
a
s

b
e
e
n
 
t
r
a
v
e
l
e
d
 
b
y
 
t
h
e
 
f
i
r
s
t
 
c
a
r
.

D
B
F
/
s
 
a
r
e
 
i
n
v
o
l
v
e
d
 
i
n
 
t
h
e
 
p
r
o
c
e
s
s

o
f
 
s
y
m
b
o
l
i
z
i
n
g
 
t
h
e
 
r
e
l
a
t
i
o
n

b
e
t
w
e
e
n
 
t
h
e
 
t
w
o
 
d
i
s
t
a
n
c
e
s
.

2
2
1
2

T
h
e
 
c
a
r
 
a
c
c
e
l
e
r
a
t
e
d
 
b
y
 
1
0
 
k
m
/
h

a
n
d
 
t
r
a
v
e
l
e
d
 
a
t
 
t
h
i
s
 
s
p
e
e
d
 
5
 
h
o
u
r
s
.

I
f
 
t
h
e
 
c
a
r
 
d
i
d
 
n
o
t
 
a
c
c
e
l
e
r
a
t
e
 
s
h
e

w
o
u
l
d
 
h
a
v
e
 
t
r
a
v
e
l
e
d
 
5
0
 
k
m
 
l
e
s
s
.

T
n
e
 
n
u
m
b
e
r
 
5
0
 
r
e
p
r
e
s
e
n
t
s
 
r
e
l
a
-

n
o
n
;
 
t
h
e
 
d
i
f
f
e
r
e
n
c
e
 
b
e
t
w
e
e
n
 
t
h
e

d
i
s
t
a
n
c
e
 
w
i
t
h
 
t
h
e
 
a
c
c
e
l
e
r
a
t
e
d

s
p
e
e
d
 
a
n
d
 
t
h
e
 
d
i
s
t
a
n
c
e
 
w
i
t
h

th
e

o
r
i
g
i
n
a
l
 
s
p
e
e
d
.

rt t
t 0

5 O z r
t
C
r

t
i

G
f
n

r
t

1-
3

c
n

:
r

c
O

m U
1

0
r
t

m
r
t

0 P
t
,

r
t
 
r

N
r
t

:
r

:
r

r
t 0 U
1

e2m
,-

I

m
C

D

pm
C

,-
I

F
"

m
0

U
1

Z
ri

N
M

U
1

N
r
t

r
t

P
o

U
1

P
C

1

0 t 5

r
t z 0 ri

U
1

M
11

1

r
t
 
a
 
r
t

r
t

I

O z
r
t

m
r
t

:
r

:
r

4
2

1J

r
t

r
t

P.
H

-
O

0
f/

1
f/

1

ID

r
t

r
t
H
.

z
z

t
o

t
o

r
t

r
t
:
r

r
t

a
r-

P
.

O
U

1

M
I

t
d 0 c
r
.

t
t

z t
r



210
type of relations (either x = y + a or x + y = a)

that is expressed in equations of D, T, or S set.

The definition is therefore clear and unambiguous,

since the semantic types of relation do not enable

two problems to become isomorphic when they are

not, no matter what algebraic wizardy is used.

The value of this isomorphism between speed

problems can be immediately seen if we consider the

difficulties experienced by students in the alge-

braic type of studies. In Gorodetsky et al.'s

study (1986) most 9th to 11th graders were unable

to solve the following problem: "Two cars go from A

to B and return to A without delay. "ne car goes

to B at the speed of 60 km /hour and returns at 30

km/h. A second car goes both ways at 50 km/h.

Which car returned to A first?" According to our

approach, this problem is isomorphic to many other

problems, one of which is the following. "Two cars

go from A to C, passing through B, the midway

between A and C. One car goes from A to B at the

speed of 60 km/h and from B to C at 30 km/h and the

second car goes from A to C at 50 km/h. Which car

arrived at C first?"

Students suffered no difficulties in solving

the latter problem (ly computing the times needed

for each car to arrive at C, and then comparing

them), but most of them were unable 'co solve the

former problem. Their solution strategies demon-

strate that the main difficulty lied in the inabil-

ity to deal with the TBRs (Time-Basic Relations)

and DBRs (Distance Basic Relations). Most students

were confused by the relationships among the two

cars' TTs (termi.al times) and STs (starting

times), which they percei-ed as being different due

423

to speed differences. Other students even confused

DBRs with TBRs. Had these students realized the

isomorphism of the given problem to an easier one,

they were much more successful in their solutions.
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AGGREGATE VERSUS INDIVIDUAL ELEMENT INTERPRETATIONS TO

FACILITATE PART-WHOLE REPRESENTATIONS

Guershon Harel, Donald Smith, and Merlyn Behr

Northern Illinois University

Background

The interpretation of quantity as an aggregate or as

individual elements has an impact on the solution of problems

which tap numerical knowledge. Markman (1979) demonstrated

this when she identified two types of natural concepts,

collections (e.g., "forest," "army") and classes (e.g., "tree,"

"soldier"), and showed that children are less successful on

problems described in class terms than on problems that

include collection terms. For example, when children were

presented with equivalent displays, those asked "what's more,

my soldiers, your soldiers, or are they both the same?", were

less successful than those asked "what's more, my army, your

army, or are they both the same?"

Markman's explanation for this finding was that a

collection label imposes a higher organization on perceptually

discrete objects; this helps children think of the objects as a

whole or aggregate. According to Markman, problems which tap
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knowledge of cardinality require attention to a whole, or an

aggregate; this makes a collection structure more

advantageous. This explanation appears satisfactory for the

problems Markman used in her investigations, since they

required qualitative answers. However, this explanation does

not seem to be sufficient for problems requiring quantitative

answers. For example, when a prcblem includes the cardinality

of two sets and asks for the difference, a solution involving

one-to-one correspondence requires attention to the individual

elements. Suppo,t for this can be found in Hudson (1980) who

showed that for young children, Compare problems such as "how

many more birds than worms are there?" are much more

difficult than problems formulated to focus attention on the

individual elements. Hudson achieveL; this by presenting the

problems in the form: "Suppose the birds all race over and each

one tries to get a worm. How many birds won't get a worm?.

Notice that even though both problems utilize class terms, the

latter places additional emphasizes on the individual elements.

Attempts to explain Hudson's and Markman's findings

have been made by several investigators. Greeno and Johnson

(1985) hypothesized that the important mathematical

knowledge for solving arithmetic word problems includes the

principles of set theory: cardinality, subsets, complementary

sets, unions, disjoint sets, and set differences. This

hypothesis was further elaborated by Kintsch and Greeno

(1985) in their model of solving arithmetic word problems. The

4 P C
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model is based on two primary components, a linguistic

component that constructs representations of text and a

mathematical component that constructs representations of

quantified sets and set relations. For example, the MAKE SET

schema transforms "Tom has 5 marbles," into a representation

including a set of marbles, the magnitude 5, &..J an owner

named Tom. Other mathematical schemata designate subsets

and perform arithmetic operations. According to this analysis,

Markman's findings were interpreted as indicating that

collection terms facilitate representations that include

reference to sets, which helps children arrive at correct

cunclusions. However, this analysis does not indicate how the

representations of class terms differ or how they hinder a

successful solution as compared to collection ter -

We hypothesize that the representations of a quantity as

an aggregate or individual elements include reference to sets

but these representations differ in important ways that

influence arithmetic w "rd problem solving. In our analysis we

develop characterizations of these representations in the

context of the Part-Whole schema and suggest empirical

studies to substantiate this hypothesis.

Representations of Magnitude

The Part-Whole schema is considered an important part

of arithmetic knowledge in that it specifies relationships

4 27

among triples of numbers (e.g., 7, 5, and 2) (Resnick, 1983). It

has been particularly useful in accounting for performance in

arithmetic word problem solving (Kintsch and Greeno, 1985;

Resnick, 1979). One of the uses of the Part-Whole schema has

been to demonstrate how different problem structures

influence solution qtrategies (e.g., Riley, Greeno, and Heller,

1983). For example, Compare problems provide the problem

solver with two cardinalities and require that the solver find

the difference. Combine problems also present two

cardinalities but request the sum. The task faced by the

problem solver is to construct a representation of the text that

enables him to utilize his knowledge of the Part-Whole

relation. Most current models of arithmetic word problem

solving assume or%e basic Part-Whole schema. We hypothesize

two instantiations of the basic Part -Whole schema that are

based on the conceptual difference between representations of

quantity as aggregates or ind: .dual elements.

Size Part-Wnole and Counter Part-Whole

A quantity of n objects can be represented in two ways:

(a) as one set of n objects, an aggregate. For example, the

quantity "3 soldiers" can be interpreted as "1 set of 3 soldiers."

(b) as n sets of 1 object, individual elements. For example, the

quantity "3 soldiers" can be interpreted as "3 sets of 1 soldier."

Schematically, we denote these two representations by (1)[n]
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for the aggregate interpretation and (n)[1] for the individual

elements interpretation. Generally, the x and y in (x)[y] wi!: be

called, respectively, the counter and size. The term counter is

used because it enumerates the sets; the term size is used

because it indicates the measure of a set.

To see the application of these instantiations of the

Part-Whole schema, let a be the whole with parts a1 and a2.

The relationship a = a1 + a2 can be represented, depending upon

the interpretation of each of these quantities as individual

elements or as an aggregate, in 2 x 2 x 2, or eight different

ways. Among these eight representations only two involve the

sam-. *nterpretations as aggregates or individual elements of

the three quantities a, a1, and a2: These are the following:

1. If both parts and the whole are interpreted as

Individual elements, then the Part-Whole relationship

will be represented according to the Counter Part-Whole

schema, i.e., (a)(11 = (a1)[1] -.. (a2)[1];

2. If both Darts and the whole are interpreted as

igregates, then the Part-Whole relationship will be

represented according to the Size Part-Whole schema,

i.e., (1)[a] = (1)[a1] + (Maj.

If all three components of the Part-Whole relationship do

not have the same interpretation, then it is necessary for the

problem solver to change some interpretations so that a
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complete correspondence is achieved. For example, if a and a1

are interpreted as individual elements (i.e., as (a)[1] and (a2)[1],

respectively) but a2 as an aggregate (i.e., as (1)(a2D, then the

triple a, a1, and a2 cannot be specified by either one of the

Part-Whole schema instantiations. Therefore, to satisfy the

constraint of equivalent interpretation among a, a1, and a2, a

mental process of interpreting a and a1 as aggregates or else

a2 as individual elements is required. To illustrate, notice that

the sentence "3 sets of 1 child and 1 set of 4 children" is more

difficult to conceptualize than the sentence "3 sets of 1 child

and 4 sets of 1 child" or "1 set of 3 children and 1 set of 4

children."

Proposed Experiments

The proposed study for examining the validity of this

analysis will be based on replicatir j and extending some of

Markman's experiments. Preschool children will be presented

with displays of objects and asked a series of questions. The

first question will require the child to make a qualitative

judgment whereas the other questions will require

quantification. There will be nine basic problem types

constructed from Compare, Combine, and Equalize problems

involving exclusively aggregate erms, individual element

430.
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terms, or a combination of both. An example of problems

involving exclusively aggregate terms is:

This is my army. (Display of 8 soldiers)

This is your army. (Display of 5 soldiers)

qualitative question What's more, my army, your

army or are they both the same?

Compare question: How much bigger is the size of

my army than yours?

Combine question: How big would the size of army

be if we put our armies together?

Equalize questior.: What could I do to have an army

the same size as yours?

An example of problems involving individual elements

terms is:

These are my soldiers. (Display of 8 soldiers)

These are your soldiers. (Display of 5 soldiers)

Qualitative question : What's more, my soldiers,

your soldiers, or are they both the same?

Compare question: How many more soldiers do I

have?

Combine question: How many soldiers do we have

altogether?

Equalize question: What could I do to have the sane

number of soldiers as you?

An example of problems involving a combination of

aggregate and individual elements terms is:
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This is my army. (Display of 8 soldiers)

'These are your soldiers. (Display of 5 soldiers)

Qualitative question : What's more, my army, your

army or are they both the same?

Compare question: How much bigger is the size of

my army than yourz?

Combine question: How big would the size of army

be if we put our armies together?

Equalize question: What could I do to have an army

the same size as yours?

A second study will involve the presentation of

arithmetic word problems similar to those used by Riley,

Greeno, and Heller (1979). The new major manipulation will be

the inclusion (.$ problems phrased in both aggregate and

individual element terms. The primary data for these two

studies will include solution time. reasoning strategies, and

answer correctness. In general, we expect to find differences

on all three measures. We expect that the results on

qualitative problems will be similar to those of Markman.

Namely, problems involving aggregate terms will show better

performance than those involving individual element terms or

combinations of both. On the other hand, we expect that

quantitative problems involving individual elements terms will

be solved faster and more accurately than problems involving

aggregate terms. Quantitative problems involving a

combination of aggregate and individual element terms are



expected to take the longest time to solve and will also involve

the greatest proportion of errors. Even though we can not make

explicit predictions, we expect that these different types of

problems will also lee. i to marked differences in problem

solving strategies.
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Strategies for Se 1 f-Regu 1 ated

Learning from Computerized
Practice it Arithmetic

Nira Hativa, Tel Avi. University

In a rapidly changing world, a most important task of

educational research is to investigate how children adjust

themselves to novel learning environments. This paper

describes how good students self-regulate their learning of

new arith.netic concepts and algorithms in a learning

environment induced by a widely used computer-managed

cyst m, named here CBPA (Computer-Based Practice in

Aritametic). The fact that students actively learn in that

system is noteworthy because tne system is designed to

provide drill as a complement to class instruction rather

than to teach new material.

To satisfy the primary objectives of individualized

learning, the CBPA system enables each student to advance

the levels of practice at his or her own rate. Because each

student advances at different rates in several different

strands (arithmetic topics), a large proportion of the

above-average achieving students receive practice in advance

of the concurrent class material. Thus, many students,

mostly the better learners, receive CAI exercises whose

solution requires knowledge of concepts and algorithms not

yet available from class instruction. Observations in a

previous study (Hativa, 1988a) reveal that high-achieving

4 4

students use a wide range of strategies for dealing with the

problems encountered in the CAI work. This study has been

designed to further identify and to categorize these

strategies.

Method

For investigating students' solution processes, this

study used the naturalistic method of observations coupled

with individual interviews. Subjects were the 20%

highest-achieving students (as measured by the respective

computer class reports) in each of six classes. The classes

comprised of 2nd through 4th grades in a Tel Aviv suburban

school for medium to high SES population. Each of the

subjects was observed by one of two observers during at

least five CAI ten-minute sessions, once in every 6-8

consecutive sessions, during a four-month period. The

-bserver recorded on paper every exercise that the student

received, all the steps of the student's solution and the

computer response. Immediately after the computer session,

the observer interviewed the student and asked him or her .o

aescribe and explain the method for solution for each type

of exercise and the source of the student's knowledge of how

to solve this type of an exercise.

It is human nature that a person tries to make the best

of a situation. Our observations and interviews reveal that

the name of the games for high achieving students is the

fastest advancement in the hierarchical levels of the CAI

435



system, in spite of the fact that 'success' on a problem

does not necessarily represent mathematical understanding.

However, conclusions that children fail to develop

mathematical understanding because of the teaching

environment are premature. This is powerfully illustrated by

the fact that many high achievers manage to use the

particular CAI environment in ways that first lead to their

technically identifying algorithms for solution without

understanding and eventually lead to their remarkable

learning with understanding of mathematical algorithms an

concepts. These points are illustrated and discussed below.

Strateles That Motivated Students Use

for "Technical" Advancement in the

Hierarchical Levels of Practice

High achieving students manage to provide correct

answers to exercises that they do not fully understand. This

is achieved by applying itrategie3 that are, in fact,

resourceful problem solving methods.

Of the general (as opposed to domain specific)

problem-stiving strategies identified in research

literature, the ones relevant to this work are: problem

decomposition; means-end analysis; planninf: 4palogv;

checking the solution; comparing solutions with worked

examples (Gick, 1986); and embedding the problem into 4

larger one (C1,dient, 1984).

4.16

Our observed students used many of these listed

strategies and a few additional ones, which are described

below.

1. Using analogy

'Learning by analogy is the mapping of knowledge from

one domain over to the target domain, where it is applied to

solve problems.' (VanLehn, 1986, p. 152). In the CBPA

system, students use frequently solving-by-analogy

strategies, particularly in the domain of decimals and

negative numbers. Students accomplish this by searching in

memory for similar operations, algorithms, patterns, or

rules with whole numbers; performing the required operations

with whole numbers; and then adjusting the answers to the

particular domains by adding the decimal point or the

negative sign respectively.

1.1 Analogy by keeping a Pattern

(a) keeping the pattern of arithmetic operations to

new notations

Example: Most students sod correctly horizontal

exercises such as: "0.2 +0.3 = ?" and "(-1)+(-4)=?", or

exercises such as '0.04+0.39=?' and 60.921-0.589=?' that

were written vertically, the first time that the students

received them. This was achieved by analogy to addition and

subtraction with whole numbers.

4:47 .
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(b) keeping the pattern of a sequence to new notation

Example: all of the high achievers observed solved

correctly exercises of the type: -45, -40, ? , -30, -25 or

1.5, 1.6, 1.7, ?, 1.9. They explained that they followed

the pattern with whole numbers and then added the "minus

sign" or the "period" in order to make the added number

look like all other numbers" in that sequence.

1.2 Analogy by generalization to new situations

(a) generalizing notations to new situations

Example: A fourth-grade student learned from final

computer answers to solve correctly exercises of the type:

53

= 0.53
100

A week later he received a new type of exercise consisting

of a two-digit number to be divided by 1000. His first

answer was:

53

= 00.53
1000

His explanation was that he compared this problem to the

previous type that included two zeros in the "100" and one

zero in the answer. Thus, he assumed that each additional

zero in the denominator required an additional zero before

the "period'. This explanation reveals the strategy of

search for a similar problem and the generalization cf the

decimal notation to the new situation. His erroneous answer

reveals his lack of understanding of the decimal point

concept.
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(b) generalizing operations to new situations

When students receive new types of exercises that they

do not know how to solve but that involve the use of

arithmetic operations, students activate knowledge of

arithmetic operations with whole numbers.

2 5 ? 7 2+5
Examle: "- + - = -° Many students tried: - (---)

3 6 ? 9 3+6
that is, the students added numerators and denominators

separately.

(c) generalizing rules to new situations

Example: A fourth grader received a new type of exercise

which required rounding 3.5 to a whole number. She

immediately typed a "4". Later she explained that she had

already practiced rounding of 35 to tens (ans. 40) and 350

to hundreds (ans. 400) and in the case of 3.5 she applied

the same rule.

2. Svnthesiz 1 na pevtousls/ known rules

When students receit,e a new, unfamiliar type of an

exercise, they activate a search for relevant knowledge in

memory. In using this process, students may identify several

different rules that the students then synthesize, in order

to sm!ye the new problem.

Example: A fourth grader who, through the CAI system,

practiced negative numbers without fully understanding this

concept, received a new type of exercise which required

completing the missing number 4 + ? =0 N. She
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immediately typed as an answer a '( -4) ". She explained that

she used her experience with a previous sequence of

exercises which required the adding of a positive whole

number to a negative whole dumber (e.g., "5+(-3)=?" ). She

rememberea that in that sequence, whenever she added two

numbers which were "positive and negative of the same

number' (e.g., "3+(-3)=?"), the answer was "0'. Thus, for a

successful solutimi, sne synthesized her knowledge from that

previous experience with her knowledge of tne logical rule

for solving equations that she had already practiced with

positive numbers: "given that a+b=c and a+?=c then b is the

missing part'.

3. Using means-gnd analysis

Means-end analysis is the strategy of red. ing the

difference between the current state and the goal of tne

problem by applying appropriate problem-solving operators

(Gick, 1986). In order to use thlf strO.egy students should

be provided with the answer or the goel of the problem. Only

a small proportion of exercises in the CBPA curricu .a

provide a final answer or an explicit goal. This occurs

primarily in exercises that provide multiple-choice options

for answers.

Example: A bright second grader received the following type

of exercise which required chocsing the right option for an

answer:

't0

If 40 + a = 63 then:
1. a = 63 + 40

2. a = 63 - 40

3. a = 40 - 63
These exercises were designed to practice the rules of

equality - -that is, that one can subtract the same number

(40) f:om both sides of an equation and get an equivalent

expression. The observed studenc who had not studied these

rules explained his correct solution as follows: The

computer asks me what number I should add to 40 in order to

get 63. T is ve-y easy--I know that I have to add 23.

Then I compute the result of each of the three given answers

and see which of these gives me 23. 63+40 is too large but

63-40 gives me the right answer'. This student compared the

given and tht expected results and worked to discover a

method to reduce the differences between them.

4. Examining specjal cases

This strategy :et used in exercises designe'

to examine knowledge or Et-es of arithmetic

operations with units of computations-60' and "1'; and the

commutative, associative, aid dit:ributiie laws). A typical

question would be: "Is the equality: aXb:c = a:bXc true for

every a,b,c ?' or: "If a-zma then (choose the correct answer)

1. z=0; 2. z=1; 3. z=a1. Many of thr nbserved students who

had not yet studied the%a rules in their class arithmetic,

substituted the English letters in the equation with numbers

(e.g., in the first example, a with 1, b with 2 and c with

3); computed mentally (1X2:3=2/3 and 1:2X3=3/2)1 and made

conclusions on the basis of the results of cc' Itations.
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5. Embedding the aublem into a larger one

A third grader received, for the first time, exercises

of the type: "identify which one of four two-digit numbers

is divisible by 4'. The first two groups of exercises were:

'62, 81, 72, 69' and "59, 70, 78, 96'. For both groups "

immediately typed the correct solutions (72 and 96

respectively). He explained later that these numbers were

multiplications of 8 and therefore they should also be

multiplications of 4. This student embedded the problem of

division by 4, a multiplication table that he remembered by

heart up to 40, into the problem of divis:on by 8, a

multiplication table that he remembered by heart up to 80.

It was easy for him to compute mentally very quickly that 96

is also r multiplication of 8 (80+8+8).

6. Using heuristics to shortcut the search for

solutions

A few good stuceLts, when faced with an impasse used

heuristics to eliminate computational steps that seemed

inappropriate, in order to shortcut the search for the

correct solution. These heuristics irere based either solely

en knowledge of arithmetic operations or on familiarity with

flie way the particular CAI curriculum worked. The students

knew what level of difficulty of mental computations they

could expect from the CAI curriculum, considering the fact

that making computations on paper while on-line was

forbidden. A typical rationale provided LI students using

442

heuristics was it looks logical to try this operation" or

"the computer cannot ask me to do such a difficult

computation'.

Example: A fourth grader, after practicing a sequence of

exercises with multiplication of exponents ("53X54 =57"),

re ived for the first time division of exponents: ' 57 : 54

= 5 ". She typed correctly a '3' on the first trial (the

exponent, 3, ie computed by: 7-4). She explained that she

did not know why this answer was correct bvt she assumed

that because addition (3+4) worked well in the

multiplication exercises, it could not also be good for

division. Next she considered the division of 7 by 4 but

rejected this option because this division was not good'

(that is, it did not yield a whole number that she believed

was expected by the computer as an answer). Thus, after the

mental elimination of addition and division she started with

subtraction.

7. Using Probabilistic considerations

In contrast with medium-to-low achievers who were

observed working with the same CAI system, the observed high

achievers only seldom tried to guess when they knew neither

the answer nor the algorithm for solution. "owever, when the

better students were faced with the need to choose the

correct answer out of a few given option and they did not

know the underlying method, they often tried educated

guesses.
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Example: A third grader received exercises that required

identifying out of four three-aigit numbers the one

divisible by 9 (e.g., "277, 530, 450, 624)". This pupil did

not know the rules of divisibility by 9. He did not even

know that such rules existed. Thus, he tried to divide

mentally each of the four given numbers by 9. Because of the

time limitation, he missed frequently the correct answer.

Thus, he developed an heuristic procedure for reducing the

amount of numbers to be divided by 9. This procedure enabled

him to arrive frequently at the correct answer within the

short time framework. Step 1 was -- looking for a number that

ends with a "0" because, according to his explanation,

"these numbers are easy to divided. Thus, in the example

above, he first tried 530:9, immediately knew that 53 was

not divisible by 9, and thei he tried 450:9 which worked. In

step 2 he used a obabalistic strategY, as follows: if

there were two out of the four numbers that started with the

same digit, he started by typing that digit. If the computer

told him that this digit was incorrect, these two numbers

were eliminated at once and only two additional numbers

remained to be examined. If that digit was correct, he

needed to divide by 9 only the two numbers that started with

that digit. To Illustrate: given the exercise '423, 610,

498, 536', he examined first the 610 (and eliminated it

before typing because "only 63 is divisible by 9') and then

he typed a "4' (first digit of both 423 and 498). The

computer accepted the 4 and thus he knew that the correct

answer was one of these two numbers. He promptly divided 423

by 9 mentally and produced the correct answer within the

time limit.

8. Inducing from worked examples. using

trial-and-error

When all the previously listed strategies do not work,

good students resort to getting help from the computer. They

then either press any key three times (for three trials) or

they Press a particular "advance" key. Both actions result

in a display of the correct answer with all intermediate

steps. This answer remains on the screen

time (from 6 to 9 seconds). The students

displayed answer, trying to identify the

Thus, by using the solution disp',:ed by

for only a short

concentrate on the

algorithm used.

the computer as a

worked example, students induce /-Nuently from that example

(either from the first one or, using trial-and-error, from

several similar examples) the correct algorithm for

solution.

Support for this description is provided by students'

verbal explanations of their methods for solutions. In their

interviews, when asked about how they find the correct

so' n to an unfamiliar exercise, students' most typical

ex- ,ions are: this is the way the computer wants it";

"I tried and it came out right"; 'when I solved it in the

way I thought I should, I got an error and therefore I had

to answer the other way around"; and "the computer showed me

how to do this".
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Example: A fourth grader who had not yet studied

negative numbers received exercises of tne type: 'Replace

the '?" by >, < or = in "-4 ? -19'. She explained that when

she first received this type of exercises she typed '<'

because 4 is !ess than 19 but the computer said that she

was wrong' and that the correct answer was '>'. Since then

she Knew that every time that she received the same type of

exercise, she had to "reverse the logical order"

Through this trial-and-error strategy, it happens that

students induce from final answers algorithms that are

"local', that is, algorithnib that work for that particular

type of an exercise but that do not vork for the general

case.

Exam's: A bright seconu grader received a sequence of

exercises that required converting mixed numbers into

fractions, the integral part of the mixed numbers being the

same in all of them--1. For example:

4 ? 2 ?

1_ = -

5 5 3 3

The student failed to solve the first two exercises in

that sequence but he then solved all the following ones

correctly. When the session vas over, he explained that for

solving 1 4/5 he added 4+5 and wrote 9 for the '?'. He did

the same with 1 2/3-- replacing the '?' with 5 computed as

2+3 (that is, he did not refer at all to the integral part

of the mixed number). This example shows that the boy solved

446

this sequence of exercises correctly without really

understanding the process involved.

9. Acqu r ng human help

All the highly motivated students that we observed were

not ready to accept failure in identifying answers to

problems. If they did fail during the computer session, they

tried to get the teacher's help, and sometimes to get help

from their neighbours (classmates). If they did not succeed

in receiving the required algorithm for solution, they saw

to it that they remembered the problematic exercises and

they looked aggressively for help off-line. They used

several sources for off-line help: Ia-school they asked the

teacher during arithmetic lessons or during breaks between

the lessons. They also discussed their problems with their

classmates, usually during the breaks between lessons.

Outside school they asked family members and friends for

help.

How do good students

acquire their knowledge?

We have seen thus far a variety of strategies that

high-achieving stuaents use to advance in the hierarchical

levels of CAI practice, very frequently with no

understanding of the underlying concepts involved. However,

after a while, in their interviews, they demonstrate good

uhderstanding of these concepts. How do these students learn

new concepts from final answers to exercises without
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.iving any organized, orderly, structured instruction?

This question should be furthermore investigated. I may only

assume that some part of the understanding of the new

concepts is developed through the practice itself, and the

rest is acquired through obtaining human help. The better

students are curious human beings and usually like to

understand what tAey are doing. Thus, when they ask for

external help--the teacher, parents, and siblings, these

students ask not only for the techniques but also for

explanations- -for the why's.

Discussion

The designers of the CAI system involved here created a

special learning environment, different from the classroom

environment, for enhancing individualization of students'

work (this goal is stated in the introduction to teachers'

handbook in the CBPA curriculum). At face value, students'

work with the CBPA system seems to be very dull. The screen

display is B&W with almc no graphics and no animation.

Thus, it does not include essential features believed to

provide motivation for students' learning that are found in

the newer microcomputer software D&P programs. However, as

we see in this article, the highly individuailzed curriculum

leads to situations and consequences not foreseen by the

system's designers. We see here a flourish of resourceful

problem-solving strategies by high achievers for mastering

skills technically. These skills are learned from materia:

that is designed to provide practice of already know,
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material rather than to teach new material. never, Fhis

study suggests that good students learn not only the

techniques for solving the exercises, but eventually they

acquire a good understanding of the concepts involved. In

contrast, evidence from observations of medium-to-low

achieving students (Hativa, 1988a, 1988b) suggests that many

of these latter students, when getting material that either

has not yet been taught in class or that they have already

forgotten, do not acquire full understanding following their

mastering of the techniques. However, I believe that even

mastering skills without understanding bears positive

prospects for facilitating their future learning. It is

possible that when the class teacher eventually presents

this mate:ial in class, it will be easier for these students

to understand it because they have already mastered the

underlying technic for solution. TH., point needs further

investigation.

This article describes the multiple strategies that

high-achieving students use to self-regulate their learning

in this CAI-induced learning environment. Self-regulated

learning is defined as a student's active acquisition and

transformation of instructional material (Mandinach, 1944).

A similar phenomenon was observed in other contexts as well

(Siegler, 1986). Siegler contends that there are good

reasons for students to know and to use a variety of

strategies. Strategies differ in their accracy, in the

amounts of time they require, in their memory demands, and

449
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In the range of problems to which they apply. Strategy

choices involve trade-offs among these properties so that

pupils can cope with cognitive and situational conetraints.

The broader the range of strategies that children know, and

the more effective their procedures for choosing which

strategy to use in a given situation, the better they can

adapt to the demands of changing circumstances.*

In order for students to be able to effectively use a

wide range of strategies in practicing with the CPA system

material new to them, students need to have most of the

following aptitudes (Hative, 1988a): quick thinking (the

fial solutions stay only a short time on the screen); very

good induction and deduction abilities; very good memory

capacity; high motivation; competitive spirit; persistence;

and aggressiveness in looking for answers. Further research

should take place to investigate how to teach medium to low

achieving students to use strategies and what another type

of support these students should receive for effective

learning in a CAI environment which is differert from class

environment.
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INTRODUCTION

At the university of Minnesota we are in the

process of developing science instruction for

elementary and middle school teachers. One unit of

instruction is on current electricity. The

instruction was based on the conceptual change

model proposed by Posner, Strike, Hewscn, and

Gertzog (1982). In addition, we considered the

problem solving literature that suggests students'

intellectual behavior while solving problems is

adaptive that is, students apply their knowledge

in various ways depending on the specific features

of the problem that confronts them (Newell and

Simon, 1972) .

These two considerations and the fact that

previous studies of individuals' knowledge of

current electricity was done with different

populations necessitated that the answers to the

following questions be obtained before the

instruction could be designed:

(1) What as the teachers' prior knowledge of

current electricity? Is Lhis kuowleage

4 t7 (.1- ) 4

different from the knowledge of other

populations of students?

(2) How did the teachers use their knowledge to

solve unfamiliar problems. Did they

consistently use the same set of propositions

to solve unfamiliar problems, or did they use

different combinations of propositions to solve

different problems?

This paper reports the results of this preliminary

(preinstructional) analysis.

METHOD

IheZIthdazta

The subjects were five middle school science

teachers (grades 6 - 8) and eleven elementary

school teacher. (grades 2 - 5) from a small rural

town in Minnesota. The teacners were enrolled in

an integrated physics and science teaching methods

course. Only five of the teachers had a physics

course in their college backgrounds. They had 4 to

25 years of teaching experience (mean = 12 years)

I I t

The written pretest consisted of 13 questions

with 6 questions consisting of 2 or more parts.

Most of the questions referred to a circuit diagram

consisting of a battery, wires, and identical

bulos. These questions asked the teachers to (1)

predict what happens to the brightness of a bulb if

a change is made to the circuit (a bulb is shorted

or a second bulb is added in series or parallel),

(2) compare the brightness of two bulbs in the same

circuit, (3) compare the brightness of bulbs in

different circuits, or (4) compare the amount of

current at different points in a series or parallel

circuit (see Table 2 for a sample test question).
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The teachers were asked to explain their reasoning

for each question.

The test wa. divi' ed into two parts

administered at two successive class sessions.

After a teacher had completed each part, a

researcher read through his/her responses and

circled key words or phrases. The teacher was then

asked to "tell as best you can what the word/phrase

means to you as you used it in this question." In

general, words 2'ke current. conductor, resistance,

energy, an power as well as phrases such as "the

path of lrast resistance" and 'energy is equally

dispersed" were circled. The teachers wrote their

explanations on the back of the test pages.

Analysl

To determine the ,:eacners' core propositions,

the responses of aLl of the teachers to all of the

pretest problem, were examined using the following

questions as a yulae:

What is cur..mt?

What does a battery do?

What happens when Jrrent leaves the battery?

What nappens when currellt encounters a bulb?

What happens when current encounters wire?

What happens when current encounters a junction?

These questions were not asked directly on the

pretest. The core propositions in these categories

were inferred from the reasoning the ,eachers used

to solve the problems.

From this first examination, a list of

propositions for each category was generated for

the entire group of teachers in this study For

example, the propositions about what happens when

current encounters a wir,. included;

454

Copper wires ar; excellent con uctors of
e2ectricity.

Wi_es disperse (spread out) the current.

Wires simply conduct the current co the bulbs.

Wires use up or weaken the current (wires have
re-listance).

The longer the wire, the more current is used
up.

The smaller the diameter of the wire, the more
current is used u .

Wires use up much less current than bulbs.

This list represents all of the propositions about

the effect of wire on current that this group of

teachers used to solve one or more of the pretest

problems. An individual teacher could have one or

more of these propositions.

For each teacher, the major statements or

clauses in their pretest responses were numbered

(e.g., Q5a.6 means the 6th statement in response to

question 5a). Then each pretest waz examined

problem by problem to determine the teacher's core

propositions in each category. The researcher

recorded all statement numbers which indicated that

the given proposition was used by the teacher to

answer the problems. At the same time,

idiosyncratic proposi,ions for each teacher were

also recorded.

After this procedure had been completed, the

accuracy of the results was checked by having a

second researcher ..,mplt.te the procedure for 4

cases. Any differences of opinion were resolved by

returning to the original statements. There were

no disagreements on the core propositions for any

subject -- differences arose only in the number of

statements which supported the presence of a few of

the core propositions.
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Finally, a matrix was formed of core

propositions by subjects. From this matrix it was

possible to determine the core propositions common

to all teachers, as well as patterns of different

sets of core propositions held by different groups

of teachers. Two cases were dropped from the

sample: One teacher did not answer enough

questions on the pretest to determine her model,

and one teacher was also an electrician, so he

already had essentially the correct curren',

electricity model. The results of ;he analysis for

the remaining 14 cases are reported below.

RESULTS

The Common Core

The core propositions common to all of the

teachers were related to their beliefs about the

nature of current and the function of the battery.

At first right, these teachers seemed to have

different views of the nature of current.

Regardless of their initial definitions of current,

however, of the teachers treated current as

energy when they were asked to predict or compare

the °rightness of bulbs. This result is in

agreement with other studies of secondary and

college students (for example, Osborne, 1981;

Riley, Bee, and Mokwa, 1981; Von Rhoneck, 1983)

It is interesting to note that when asked

specifically to define current, most teachers

revealed imprecise and inconsistent notions about

the relationship between current, electricity,

charges, and energy, as illustrated in Table 1. In

fact, four teachers had assimilated learned

textbook information into the more primitive

'clashing currents" model commonly held by children

4 S 6

Table 1

Examples of Cu:rent Definitions

r.Ast. 1: Current is the flow of electricity from a

positive area to a negative area. Positive is one

type of electrical current flowing away from the

energy source; negative is one type of electrical

current flowing toward the energy source.

Electricity is a source of energy which is caused

by the charging of positive and negative particles.

Current is the intensity of the flow of

charges ( positive and negative attractions). The

:losed switch engages the charges within tae

battery so the wire can conduct energy to the bulb

(carry positive and negative forces from the action

of the particles of molecles).

Case 7 Electric current is a current powered by

electricity. The battery provides the electric

current. Electricity is the power provided by the

battery.

Case 8: Electrons flow in a closed circuit from

the negative pole to the positive po'.e of the

battery. Electrons ilow from high density to low

density areas. Currant is the energy with which

the electrons travel.

Case 12: Current is the flow of electricity

through the closed circuit. Electricity is the

source of power used to create some form of light

or heat. The components 01 electricity are

electrons and neutrons.
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228 (Osborne, 3981; Riley et. al., 1981). For the one-

bulb circuit these teachers stated that positive

charges flow from the positive end of the battery

and negative charges flow from the negative end of

the battery. When the currents meet at the bulb

filament, they neutralize each other, producing

heat and light.

The teachers had two common beliefs about the

function of the battery:

(1) The battery is the source of t_e current (i.e.,

the circuit is initially empty of the stuff

that flows through it).

(2) The battery releases the same, fixed amount of

current to any circuit.

The misconception that the current flows from

the battery through "empty" conductors (Tiberghien,

1983) is not surprising since it is reinforced in

most eler.entary and middle school textbooks. These

textbooks usually define current as the flow of

charges (or electrons), the battery as the sourct

of these charges, and wires as good conductors (

the charges. Textbook presentations of current

electricity seldom include the fact that the

charges are already present in the conductors or

the analogy of the battery to a pump that

circulates the charges around a closed system of

conductors.

The notion that a battery always releases a

fixed amount of current to a circuit is also common

with secondary and college students (Ciosset, 1983;

Cohen, Eylon, and Ganiel, 1983; Shipstone, 1984)
.

Teachers frequently buy batteries which are labeled
"1.5 'Volts", "9 Volts" etc.. Since voltage and

current are no distinct concepts, it is not

surprising that teachers believe the battery

releases the fixed amount of current they think is

4 5g

specified on the label. Another possibility is

that the fixed current notion may be related to a

deep, intuitive misconception about the lack of

feedback mechanisms in passive, inanimate systems.

Since batteries cannot " ::now" what is hanging on

them, they can only release the same amount of

current every time a circuit is hook°d up. A

similar misconception exists in mechanics about the

reaction or normal force. Since tables, chairs,

walls, etc. cannot know how hard they are being

pushed, thti can only push back the same amount

every time.

Only (.le teacher had a different model of the

function uf the battery. She had apparently

learned that for two bulbs in parallel, the

potential difference across each bulb is the same,

so each bulb receives the same current. She

generalized this learned rule to the following:

As lung as the battery (volts) is the same,
the same amount of energy is released to every
bulb in the circuit.

She applied this rule co A11 the questions on the

pretest; regardless of the circuit, all bulbs have

the same brightness as a single bulb. This example

is consistent with the study by Eylon and Helfman

(1985), who found that physics students

overgeneralize example problems in texts to apply

to new problems.

The Sequential and Static Models of Current
Flow

The teachers had two different notions about

what happens when the fixed current leaves the

battery and encounters a bulb, one static and one

dynamic. The majority of the teachers (ten) had a

dynamic model of current flow as defined by the

four propositions below:
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(1) The fixed current flows out of the

battery and does not decrease or diminish

until it reaches a circuit element that "uses

up" some of the current.

(2) Bulbs use up current.

(3) The brightness of a bulb depends on the

amount of current flowing to the bulb.

(4) When there is more than one bulb on a

circuit path, each bulb uses up some of thr

fixed current, so all bulbs receive less

current.

The first three propositions are commonly called

the "sequential" model (Closset, 1983; Shipstone,

1984). The last proposition was included in the

teachers' common set of core propositions because

it was consistently used to answer several

questions on the pretest.

Notice that the first and last propositions

are contradictory. The first propos'tion implies

the lack of a feedback mechanism. The last

proposition 3'plies that there is some mechanism

whereby current "Snows" that c_her bulbs are in the

circuit before the current reaches the first bulb.

This feedback mechanism w,s not defined by any of

the teachers.

The contradiction in the two core propositions

generated inconsistent patterns of explanations as

illustrated in Table 2. All of the teachers dho

had a sequential model of current predicted that

the current was not affected by the addition of the

second bulb (Question 4c on Table 2). However,

they also predicted that the first bulb would dim

when the seccld bulb was added in series (Question

4a). They failed to notice that the propositions

which they had used to explain one situation were

contradictea by the propositions used to explain

460

Table 2

Inconsistent Dynamic Model Explanations
for Series Circuit Questions

CIRCUIT I CIRCUIT IIr

4a. What happens to the brightness of bulb A when a
second identical bulb is added to the circuit
as shown? Explain your reasoning.

Bulb A dims because the second bulb uses up
some of the (fixed) current.

4b. In circuit II, how does the brightness of bulb
A compare to the brightness of bulb B? Explain
your reasoning.

Bulb B is dimmer bulb A because bulb A
uses up some of the current, so less current
flows to bulb B.

4c. Compare the amount of current in the wire at
point 1 before and after the second bulb is
added (i.e., In which circuit is there the most
current flowing throu0 the battery, or is the
current the same?) Explain your reasoning.

The current is the same in both circuits. No
current is being used by the bulbs at point 1,
so the number of bulbs does not influence the
current at this point.

4 61
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another related situation. This lack of

consistency has also been found in studies of

students core beliefs in mechanics (for example,

Champagne, Gunstone, and Klopfer, 1985).

In the sequential model of current, there is

an implicit dependence as a function of time - the

current is not modified until it reaches a

component that consumes current. "n contrast, the

static model of current ignores the initial current

flow and focuses instead on t'e end result, as

defined by the two propositions below:

(2) The fixed current (energy) is equally

dispersed through the wires and to all the

bulbs in a circuit.

(2) The brightness of any bulb in the circuit

depends on the amount of energy the bulb

receives.

Only one teacher consistently applied the static

model to answer all the questions on the pretest.

The static model leads to the prediction that the

current is the same at all point in a circuit, and

all bulbs in a circuit (series or parallel) are the

same brightness because they each receive the same

amount of current.

One of the other cases has been described

previously. The remaining two cases will be

described in a later sectjon.

Seris Circuits

Despite the fact that ten teachers in the

study had a common set of core propositions, there

(4,1 a large variability in their predictions of the

brightness of each bulb in a series circuit (see

Table 3). This variability stemmed from two

sources. First, the teachers had different cote

4I 2

propositions about the direction of current flow

associated with their sequential model For

example, if current flows from both ends of the

at ery (n = 1), then the two bulbs are the same

brightness because they each receive the same

amount of current (Sequential 3 on Thole 3). If

current flows in one direction (n = 9), however,

then the second bulb encountered is dimmer than the

first bulb because some of the current is used up

by the first bulb. Since there are two directions

carrent can flow, there are two different

predictions: if current flows from the positive

terminal of the battery, bulb A is brighter than

bulb B; if current flows from the negative

terminal, bulb 13 is brighter than bulb A

(Sequential 2 and 3 on Table 3).

Teachers also had different core propositions

about the effect of wires on current: wires simply

conduct the current to the bulbs (n = 6), or wires

use up current (n = 4). For example, the teachers

who believe that wires ;Ise up current tended to

generate the rule "the farther the bulb is from

the battery terminal, the dimmer the bulb" (see

Sequential 2 on Table 3)

Finally, variations in the sequential-model

responses to the series circuit problems resulted

from adjustments teachers made to account for the

learned fact that two bulbs in series are the same

brightness. Five of the ten teachers exhibited

this adaptive behavior. There were two kinds of

adjustments made: change one of the core

sequential-model propositions, or switch to the

static model explanation. Two of the teachers

changed their core proposition about what causes

the brightness of a bulb from "brightness depends

on the amount of currt....c flowing to the bulb" to
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Table 3

Examples of Series Circuit Explanations

12a. How does the brightness
of bulb A compare with
the brightness of bulb B?
Explain your reasoning.

:2b. Compare 4ae amount of
current at points 1, 2

and 3. Explain your
reasoning.

Saglugntiall: (Current flows from + to -)
Bulb B is dimmer than bulb A because bulb A uses up
some of the current, so less current flows to bulb
B. The current decreases from point 1 to point 3
(1 > 2 > 3) .

Sequential 2: (Currert flows from to +
and wires use up current)

Bulb A is dimmer than bulb B because it is farther
away from the battery, so some current is used up
by the wires and bulb B. The current decreases
from point 3 to point 1 (3 > 2 > 1).

Sequential 3: (Current flows from both
poles of the battery)

Bulbs A and B are the sam-. brightness because they
receive the same current from the + ancl ends of
the battery. The current at points 1 and 2 are
equal, the current at point 3 is less (1 = 2 > 3).

Adjusted Sequential 1: The total current decreases
from points 1 to 3 because the bulbs are using up
current (1 > 2 > 3). But the bulbs are the same
brightness because identical bulbs use up the same
amount of current.

Adiusted Sequential 2: Bulbs A and B are the same
brightness because the (fixed) current js equally
dispersed to both bulbs. But the current decreases
be,ause the bulbs use up the current (1 > 2 > 3).

4!14

"brightness depends on the amount of current used

up by the bulb" (Adjusted Sequential 1 on Table 3).

Three of the teachers switched to the static

model to explain t'e equal brightness of the bulbs

on the first saris.., circuit question, which did not

ask for a compar'son of the current at different

points in the circuit (Question: 4b shown in Tabla

2). These teachers did, however, notice the

contradiction between their static-model

explanation and their sequential-model core beliefs

on the second question (Question 12 shown in Table

3), where they were also asked to compare the

current before, between, and after the bulbs. For

this question, one teacher crossed out his static

model explanation and predicted that bulb A is

brighter than bulb B. Another teacher simply said,

"I know they are the same brightness - why?". The

third teacher said that "in this series circ.dt,

bulb A will be slightly brighter than bulb B."

They all predicted that the current would decrease

from point 1 to point 3 as the current was used up

by the bulbs.

Another teacher never resolved the difference

between her knowledge of the facts and her belief

in the sequential model of current flow. She gave

two explanations for every series circuit question,

one static and one sequential, as iliastrated

her responses to Question 12:

"On the one hand I believe the current is the
same at all three points because the circuit is
complete (current is equally dispersed) and
because I think the bulbs are the same
brightness like Christmas tree lights.
Nevertheless, I think that the current would be
stronger at point 1 before any is utilized and
weaker at point 3 after current has been used."

4h 5
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Parallel Circuits

Additional variability in the teachers' use of

the sequential-model core was evident .en their

responses to parallel circuit problems were

considered. The wide variability in their

predictions about the brightness of the bulbs arose

from the different co,..e propositions they had about

(1) the direction of current flow, (2) the effect

of wires on current, and (3) what happens to

current at a junction.

Eight different sequential junction models are

illustrated in Table 4. Two of the teachers did

not recognize a junction in any of the parallel

circuit problems on the pretest: one treated

parallel circuits like series circuits (Model 3 on

Table 4), and the other focused only on the

distance from the negative pole of the battery

(Model 2). Only three teachers consistently used

one of the junction models (Models 6, 7 and 8

respectively) in all the parallel circuit problems.

Five teachers used two or more junction models

for the different problems. These teachers seemed

to be influenced by their spatial perception of the

different parallel circuits. For example, one

teacher predicted that two bulbs in parallel are

the same `rightness because the current divides

equally at the junction (Model '7 on Table 4). For

three bulbs in parallel, however, he predicted that

the bulbs are successively dimmer as the distance

from the battery increases because more current

flows down the first path than the second path, and

more current flows down the second path than the

third path (Model 6). Apparently, the added

"distance" in the three-bulb parallel circuit

prompted a different model of what happens at a
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Table 4

Morels of Junctions in Parallel Circuits

Junction Not Recognized

5c. Compare the
amount of current in
the wires at points
1, 2, and 3.
Explain your
reasoning.

1. The current is
the same at all three
points (1 = 2 = 3)
because the current
has not yet reached
the bulbs (or is not
hindered by any bulbs
as it returns to the
battery).

2. The current is largest at point 2 because
it is closest to the negative pole. The
current at point 3 is greater than at point 1
because of the distance to the negative pole.
Point 1 is carrying the least amount because
of the bulbs A and B using up the electricity
(2 > 3 >1) .

3. The current at points 1 and 2 are equal because
it has not yet reached the bulb. The current at
point 3 is least because the current has been used
in passing through bulbs A and B (1 = 2 > 3).

4. The current at points 1 and 2 are equal because
it has not yet reached bulb A. The current at
point 3 is least because the current flows around
the cl.:cuit with bulb A before it flows through the
circuit with bulb B " = 2 > 3)
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Table 4 (continued)

Current at Junction Divides

. ..... .................

:

: ::-:.
::

5. The current at
points 1 and 3 are
about equal. Slightly
less current flows
down the path to
point 2 (1 = 3 > 2)

6. The current at
point 1 is largest
because it has not
yet split. The
current at point 2 is
larger than the
current at point 3
because more current

flows through the closer path (1 = 2 + 3; 2 > 3).

;.....-......:::.:::::.:: : : :-: : : :::

. .

. .

. .

:i i . .
. .
. .
. .

7. Points 2 and 3
would each have half
of the current at
point 1 because it
would divide evenly
when the split occurs
(1 = 2 + 3; 2 = 3) .

8. The current at
point 1 is the sum of
the currents at
points 2 and 3. The
current at points 2
and 3 is the same
because current
follows the path of

least resistance. Since the paths have the same
resistance, the current through each path is the
same (1 = 2 + 3; 2 = 3).
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junction. This variability in their use of

junction models also suggests that the teachers may

have been constructing propositions on a problem py

problem basis.

The teachers exhibited similar inconsistencies

in their use of their core propositions about the

effect of wires on current flow in parallel

circuits. Different problem tasks seemed to c'

the use of different propositions. For example,

one teacher ignored the effect of wires on current

in the two-bulb parallel circuit. For the three-

bulb circuit, however, he predicted that each bulb

would be successively dimmer because "more current

is used in traveling the extra distance .o the

bulbs."

Apparently, many teachers did not know under

what conditions to apply either their junction or

their wire propositions. For example, the teachers

who believed that wires use up current did not know

how long a wire has to be before there is a

noticeable effect on the current. Consequently,

they often gave inconsistent answers to similar

problems on the pretest. This type of error has

been noted in many problem solving contexts (see,

for example, Reif, 1985).

Other Cases

Three cases remain to be considered. As

reported earlier, one teacher used an

overgeneralize" rule that as long as the battery

(volts) is the same, the same amount of energy is

released to all bulbs in the circuit. The

remaining two teachers are described below.

One teacher seemed to have an incomplete

dynamic model of current flow to bulbs. He
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believed that a fixed amount of current flows from

both ends of the battery. However, he appeared to

use the following "empirical" rule to answer the

questions on the pretest:

The further away the bulb is from the battery,
the dimmer the bulb

This rule was not tied to any stated belief that

elther the bulbs or the wires use up current.

Another teacher seemeG to use random fragments

of learned knowledge, the static model, and the

dynamic model to answer the questions. He did not

appear to have any consistent model of current

flow. For example, he said that two bulbs in

series are the same brightness because "there is

the same amount of DC current entering the bulbs

and leaving the bulbs.". However, he said that the

current at a point near the battery is the same

before and after the second bulb is added in series

because "current does not diminish greatly until it

passes through more resistance (copper wire and

filament)."

CONCLUSIONS

As expected, most of the elementary and middle

school teachers in this study had a sequential

modal of current flow :

The battery is the source of current. It

releases a fixed amount of current (energy)

that circulates around the circuit. This fixed

current is not modified until it reaches a

circuit component that consumes the current.

The current is then successively consumed by

each component of the circuit. Bulbs use up or

consume current. The brightness of a bulb
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depends on the amount of current flowing to the

bulb.

In addition, these teachers included a proposition

not normally reported as part of the sequential

model:

When there is more than one bulb on a circuit

path, each bulb consumes some of the fixed

current, so all bulbs receive less current.

The inclusion of two contradictory core

propositions led to inconsistencies in their

answers to several questions. The teachers

apparently failed to notice these contradictions.

Despite their common core sequential model of

current flow, there was a very wide range of

answers to the questions on the pretest. Knowing

that teachers have a common set of core

propositions is not sufficient to predict

performance on a given problem or set of problems.

The variability in their predictions arose from (1)

the different core propositions teachers had about

the direction of current flow, the ef-ect of wires

on current, and what happens to current at a

junction, and (2) the adjustments they made to

their core propositions to account for previously

learned facts that contradict the predictions of

the sequential model.

Moreover, the teachers did not consistently

apply their core propositions across similar

problems. The perceptual cues in the problem task

tended to sway their judgement about which

propositions to apply. In addition, they do not

appear to know the applicability conditions for

their propositions.

These results suggested two decisions about

the instruction that followed. First, two fluid
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flow analogies were introduced to the teachers

(rather than just the "correct" analogy). The

teachers were guided through a series of

experiments to decide which model consistently

accounted for all of the observed facts. That is,

the epistemological commitment to internal

consistency was specifically built in to the

instructional sequence. The activities also

included predictions and discussions about what

happens when there is a junction of wires or a

short circuit.

Second, the instruction included a sequence of

guided experiments for the construction of a set of

qualitative current electricity rules. These rules

were designed to enable the teachers to make

consistent predictions about what happens to the

total current in the circuit and the brightness of

each bulb when (1) a bulb is added to or removed

from a circuit path, (2) a bulb is shorted, (3) a

path of one or more bulbs is added parallel to the

battery, and (4) a path of one or more bulbs is

added that is not parallel to the battery. The

qualitative rules had applicability conditions

built into them.
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INFORMAL GEOMETRY IS THE TRUE GEOMETRY

by
David V. Henderson
Department of Mathematics
Cornell University
Ithaca, NY14850-7901. USA

In the schools today formal geometry (with its

postulates. definitions, theorems and proofs) is usually

considered to be the apex or goal of learning geometry.

Informal geometric topics and activities which do not fit

into the formal structures are often given second class

status and relegated to the domain of mere motivation or help

for those who are not smart enough to learn the "real thing"

-- formal geometry. I am a mathematician and as a

mathematician I wish to argue that this so-called informal

geometry is closer to true mathematics than is formal

geometry. I do not believe that formal structures are the

apex or goal of learning mathematics. Rather. I beleive, the

goal is understanding -- a seeing and construction of

meaning. Formal structures are powerful tools in mathematics

but they are not the goal. I don't blame teachers for giving

formal geometry too much emphasis; mostly I blame my fellow

mathematicians because we have done much tr: perpetuate the

rumor that formal systems are an adequate description of the

goal of mathematics.

As an exampM consider the notion of 'straight line'. I

claim that this notion is not now and never could be entirely

encompassed by a formal structure. I am talking here both

about the notions of 'straight line' as used in everyday

language and the notions as used by mathematicians. In fact.

these various notions are closely interrelated through the

felt idea of straightness that underlines them all. Ask any

child who hasn't had formal geometry or any research geometer

and they will tell you that "straight" means "not turning"

or "without bends". (Of course the research geometer is

likely to mumble something containing the formal notions of

"affine connection" or "covariant derivative". but if
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pressed for what that means he will admit that it is a

formalization of "not turning".) Now "not turning" clearly

has a different meaning from "shortest distance". So both

the child and the research geometer have a natural question:

Is a "non- turning" path always the "shortest" path? And.

if so, why? They then look for examples of -non-turning

paths ". (The child can do this by imagining and/or observing

non-turning crawling bugs on spheres and arcund corners of

rooms.) They can then convince themselves that the great

circles are the straight lines on the sphere. (This is not

something to assume, it is something to check; and it has

meaning in the sense that a crawling bug on the sphere whose

universe is the surface of the sphere will experience the

great circles as straight.) It is then clear that going

three-quarters of the way around the sphere on a great cir le

is a straight path but not the shortest path. (Going

one-quarter of the way arcund in the opposite direction is

shorter.) Thus a straight path is not always the shortest.

(This can also be seen in situations where it is sometimes a

shorter distance to go around a steep mountain rather than to

go straight over the top.) But on the sphere it is true that

every shortest path is straight. So the question becomes:

Is the shortest path always straight? The research geometers

have proved that this is true on any smooth (no creases or

corners) surface which is complete (no edges or holes) and

the basic ideas of their proof can easily be conveyed to high

school students. But then the child might think about a bug

crawling on a desk with a rectangular block on it and notine

that there are two points on either side of the block such

that the obvious straight path joining these points is not

the shortest path and the shortest path is not straight.

These explorations, whether by the child or the research

geometer, are a good examples of doing mathematics (or in

this case, doing geometry) and they are not encompassed by

any formal system. The mathematician will use formal systems

to help in the explorations but the driving force and



motivation and ultimate meaning comes from outside the

system. It comes from a desire which the mathematician

shares with the inquisitive child -- the desire to explore

the human ideas of "straightness" and "shortest distance ".

So. should we teach formal structures? Definitely, yes.

But not in geometry. The power of formal structures does not

come through clearly in geometry -- it would be better to

look at the formal structure of a group with its various

examples in geometric symmetry groups and number theory. The

emphasis on formal structures in school geometry obscures the

meaning of geometry and does not in the context in which it

is used add any power.
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THE ACQUISITION OF CONCEPTS AND MISCONCEPTIONS IN

BASIC GEOMETRY - OR WHEN

"A LITTLE LEARNING IS DANGEROUS THING"

Rina Hershkowitz

Science Teaching Department

The Weizmann Institute of Science

Rehovot 76100, ISRAEL

I. INTRODUCTION

In an extensive survey of prerequisite knowledge among

students entering Israeli Junior high schools, it was found

that achievement, even of a miniwal level, geometry is

dramatically lower than achievement in arithmetic, in spite of

the fact that the syllabus specifies one hour per week for

intuitive geometry throughout the 6 years of primary school.

In order to understand the reasons for this situation, we

began to investigate the acquisition of basic geometry

concepts in two schools in which the teaching was well

organized and the teachers were reliable The population in

one school was disadvantaged or culturally deprived, as

officially defined in terms of socio-economic and cultural

criteria. The second school had a cLlturally non-deprived

population. In both schools, all the students in grades 5, 6,

7 and 8 participated in the research.

If students are to learn these geometry concepts, then it is

important for elementary school teachers to be comfortable
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with them, so we also investigated 142 preservice elementary

teachers (PRE) and 25 in-service elementary teachers (ST) in

Israel.

The content and tasks ere sampled from the primary school

geometry syllabus and included identification, drawing and

reasoning connected with basic examples, their attributes and

some relationships between them.

This is a "bottom up" kind of research, in the sense of

Resnick (1983): i.e., "theoretical analyses that worked from

task performances to the kind of knowledge children must have

in order to engage in the performances ... theory of

understanding on the basis of detailed analyses ,)f procedures,

used in perf(rming tasks". By thia we "are forced to

recognize relatively small changes in cognitive structures".

The explanation of children's behaviour leans on theories or

partial theories when appropriate, and it leaves room for the

development of a "microstage theory". (This in contras:,

research based on a single theory, or "top down" typh of

research.) In spite of the fact that the research was

"bottom-up" in its execution, we will present things in a

different order. First we describe briefly some theoretical

frameworks which will be used in the interpretation of the

research findings and then we shall describe some '.ypes of

student (and teacher) misconception patterns of behavior

concerning basic concepts in geometry. We shall understand

the term misconcerticls to include concept images

(conceptions) which are both partial and/or cont:in wrong
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elements.

These misconception patterns of behaviour fall into the

following categories

a- Misconceptions which endure - they have the same pattern

of overall incidence from one grade level to the next, end

for students, pre-service and in-service teachers.

b. Misconceptions lecrease with concert. acquisition, as

one would expect.

c. Misconceptions which increase with concept acquisition.,

II. SOME THEORETICAL FRAMEWORK:3

a. The van-Hiele model (Wirszup 1976, Hoffer 1983, Crowley

1987).

This is the most comprehensive theory concerning geometry

learning and has been discussed extensively in the last

decade. It has thus served as the focus of interest for a

substantial part of geometrical research, collectively

called van Hiele based research. The part of the model

relevant to basic geometry learning is the first three

levels and we use them in some of the explanations of our

findings.

The first level: Visualization. "Geometric concepts are

viewed as total entities", and their examples (geometric

figures) "a2e recognized by their shape as a whole, that

is, by their physical appearance, not by their parts or

properties".

The second level: Analysis

Figures are recognized as having parts and are recognized
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by their pets. The students discover and analyse the

Pigurc's properties.

The third level: Ordering or informal deduction. "At this

level students can establish the 'nterrelationships of

properties both within figures and among figures. Thus

they can deduce properties of a figure and recognize

classes of figures. Class inclusion is understood.

Definitions are meaningful. Informal arguments can be

r.

followed and given.(Crowley p.3).

In student behaviour, according to van-Hiele, first level

visual elements play a major role. One can see the concept

examples, can draw them, can even "touch" them:- In the

Agftm project of visual education (Eylon et al, 1985), young

children trace the perimeter of the figure with their

fingers, "create" the figure with their bodies, walk along

the perimeter of the figure, etc.

Children grasp the whole appearance of the figure and

perhaps even the figure's main attributes via visual codes.

At this point we need perceptual theories which try to

explain how we register and remember these codes.

b. Perceptual Aspects

Bryant (1974) tries to explain the perceptual processes in

whicp "children perceive and interpret their surroundings".

The theory is based on experimental evidence and was

influenced by other theories (Helmholtz, Piaget, and the

Gestalt theory). The main issues of the theory are:

- Children perceive their surroundings via relative codes.

4 c'
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When they become older they can remember absolute

properties of objects around them, because they hive

developed some strategies for coping with them. (The

transition from van Hiele first level to the second?)

- "The basic weakness of relative codes is that they are

only adequate for direct comparisons between objects

presented simultaneously".

- A relative solution to the relative code weakness is "to

connect separately presented objects through their common

relations with.the same framework" - The frame of reference

effect.

- The external frame of reference is used to connect

"objects" on the same continuum and this is done by

deductive inferences.

Bryant emphasises the positive developmental role that

external frames of reference have, whereas others (e.g.

Witkin et al, 1977) emphasize their negative aspect as

sources of error. In an investigation of the influence of

"the surrounding organized field" on the person's peception

of an item within it, they claim that an individual who, in

perception, cannot keep an item separate from the

surrounding field (is relatively field dependent), is

likely to have difficulty with problems where the solution

depends on items which are used in a different organization

of the given field.

c. Mathematical structure frameworks

Some misconceptions in basic geometry can be understood
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better if we relate them to the mathematical structure in

which the concepts are embedded. In other words, the

mathematical relationships between concepts, their examples

and non-examples, and their relevant (critical) attributes

play a major role in concept acquisition. One structure

which has a considerable effect in basic geometry learning

may be called the opposing directions inclusion

relationship, between concept examples on the one hand and

the properties (attributes) of the examples on the other.

For example, consider the following sets, which are related

by inclusion: AC BCCCD.

We do nc include quadrilaterals with intersecting sides.

The above inclusion relationship is formed by the concept

examples - the set of squares contains only some of the

elements of the set of parallelograms; etc. But if we look

at he critical attributes of each of the above sets (- a

critical attribute is an attribute which an example of a

A f.' 0



concept must have in order to be an example of that

concept), we get an inclusion relationship in the opposite

direction. Tnus the "smallest" set of figures (Set A - the

squares) has the "largest" set of critical attributes,

which contains the set of critical attributes of B

(parallelograms), etc.

According to the van-Hiele theory the inclusion

relationship is understood when the student is at the third

level. We may conclude that the understanding of the two

directions relationship is the "top" of level 3.

This typical mathematical structure causes many

difficulties as we shall see later.

III. MISCONCEPTION PATTERNS OF BEHAVIOUR

a. Misconceptions which endure - or - prototype examples.

Every "concept" has a set of critical attributes and a set

of examples. In the set of concept examples there are the

"super" examples: the prototypes (Rosch and Mervis,

1975); that is the popular examples. In other words, all

the concept-examples are mathematically equal, because they

conform to the concept definition and contain all its

critical attributes, but they are different one from

another psychologically. (All examples are

(mathematically) equal, but some are more equal than others

- with apologies to George Orwell.)

In our investigations we found that the patterns of

across student age groups, for teachers, for boys and

girls, etc.

The following are three examples:

The right-angled triangle identification

(This example was reported in Hersnkowitz et al., 1987).

Figure 1 shows a comparison between students in different

grade levels of elementary school, preservice teacher (PRE)

and inservice teachers (ST), in the identification of

right-triangles in three different orientations. (In the

task they hecrto identify all the right triangles in a

given collection of some 10 triangles.)

Figure 1

This example is typical of the negative effect of a frame

behaviour with respect to concept examples in of reference. Because the page-sides are vertical -

identification and construction tasks are very similar

:3

horizontal (and our surroundings are also vertical-

4f4
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horizontal to a large extent), students, Ire- service

teachers and in-service teachers have difficulty in the

identification of those triangles whose perpendicular sides

are not in the vertice'.- horizontal (prototype) position.

This difficulty decreases with age and experience, but _he

pattern remains very similar.

- The isosceles triangle identification

Mark all the isosceles triangles among the following:

a b

9 h

There are four isosceles triangles: b, c, e and i. Figure

2 shows the percentages of those who succeeded in correctly

identifying these triangles through the grade levels, for

two different divisions of the population: boys and girls,

and disadvantaged and non-disadvantaged students.

The prototype is the isosceles triangle (b) "standing on

its base". As in the previous example, we have again the

frame of reference effect. But we can explain the results

in a different way: The triangle c is equilateral and the

triangle in example e is right-angled.

Figure 2

It may be that the additional non-critical attribute in

each of these examples distracts from the critical

attribute. Or, in other words, the fact that the triangle

is an "element" in two different familiar sets of triangles

is confusing.

The "bitrian" and "biquad" examples

(The bitrian example was reported in Hershkowitz et al,

1987.)

The purpose of these items was to investigate the role of a

verbal definition in the formation of the relevant concept.



We "invented" the following definitions.

- A bitrian is a geometric shape consisting of two
triangles having a common vertex. (One point serves as a
vertex of both triangles.)

- A biquad is a geometric shape consisting of two
quadrilaterals having a common side.

One half of each of our groups (students and teachers) was

asked to identify bitrians and biquods among other shapes,

the other half was asked to construct two bitrians and two

biquads.

The frequencies of the bitrian shapes constructed by

students and teachers (PRE and ST) are shown in Figure 3.

I 11 111 IV VI vu

Figure 3

The pattern for teachers and students is very similar.

More or less the same pattern was found for other analyses

of these tasks using independent variables such as grade
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level, sex, socio economic status and students and teachers

(teachers were better in the identification tasks but the

pattern remained the same).

The most popular bitrian figure, both in the identification

and construction tasks was and the most

popular biquad was

Prototypes of concepts with which the students (or

teachers) are already familiar (such as right-triangles,

isosceles triangles, quadrilaterals) were explained, as we

saw above, by perceptual effects, or by non-critical

dominant attributes. It is likely that in addition,

teaching contributes to the establishment of the

prototypes. Thus the textbook and the teacher present

mostly the prototypes. Here in the bitrian and biquad

examples, where the "concept" is presented verbally

(without even one example), we have the same prototype

phenomenon. (It is worth noting that whereas the patterns

for the two concept examples is so permanent with age, the

patterns for non-examples are different. Thus performance

improves with age (grade level) - the number of those who

identified non-examples correctly increased from one grade

level to the next, and the number of those who construct

wrong figures decreased.)

How did individuals form their concept image from the

concept verbal definition?

Figure 4 shows the responses to the biquad construction
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task of 5 grade 6 students (student E drew another 4

examples, all correct; the other students drew only the

one example .hown for each.)

N DJ

Figure 4

From these responses we can obtain some information on the

transition from the verbal definition to the concept image

formation: - The definition includes (i) 2 quadrilaterals,

(ii) which have one side, (iii) in common.

Students B and D pay attention to attribute (i) only,

student A draws two quadrilaterals which have something in

common but not a side, student C draws the common side but

the figures are triangles. Only student E considered the 3

4S9

critical attributes of a biquad. We can observe some

stages in the formation of concept examples from the

concept definition, but the question why some of the

examples become more popular (the prototype phenomenon) is

still left to speculations.

b. Misconceptions which decrease with concept acquisition -

or expected patterns

The quadrilateral example

(This example was reported in Hershkowitz and Vinner 1983).

Among the following shapes indicate those which are
quadrilaterals

For each shape that is not a quadrilateral explain why.

The concept examined here is quadrilateral. The concept

examples and critical attributes will be slightly different

for different concept definitions. Thus, "a quadrilateral

is a closed four-sided figure" includes figure iv ns an

example, whereas "closed four-sided figure whose sides do

not intersect", does not, etc..)

The percentage of students in the different grades who

indicated an exampl as a quadrilateral is given in Figure

5.

There is clearly a great improvement in identifying shape v

(convex quad.) and shape ii (concae quad.) with age as
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can be expected, from grade 5 to grade 7
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Figure 5

On the other hand, in all grades, most of the students

identify a square as a quadrilateral. "Constant behavior"

is also found in the identification of the "non-closed"

shape iii and of shape iv, which has intersecting sides.

For most of the students, in the different ages, these two

shapes are non-examples. We can concluee that here also we

have the prototype phenomenon. In addition, we found by

using Guttman scale analyses, a valid hierarchical

structure in the attainment of the concept examples. This

implies that:
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(i) when students accept an example as a quadrilateral

example they accept also the "easier" examples (i.e. the

acceptance of figure ii implies the acceptance of figures v

and i, etc.);

(ii) the distribution of students at different stages

(accepting ii, v and i or accepting v and i or only i) on

the scale moves upwards from grade 5 to 8. That is, there

is a decreasing number of students who have a concept image

consisting of the square only and an increasing number who

have three figures in their concept image of quadrilateral.

This is again an expected learning behaviour.

Development with age (grade level) was found also in

students' reasoning. Among the different reasons which

students gave when they decided that a given shape is not a

quadrilateral, we can detect certain categories.

i) Reasons based on the appearance of the whole figure

(first van Hiele level). For example " does not

look like quadrilateral: it looks like 2 triangles".

(This type of reason can lead to correct or incorrect

responses.)

(ii) Non-acceptance of "2 labels" for one figure. For

example " is not a quadrilateral because it

is a square" (This type of reason usually leads to an

incorrect response.)

iii) Reasons based on non-critical attributes, usually

attributes of a prototype example. For example, - "All the

figures, except the square, are not quadrilaterals because

42
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I/

they

"and,

II..

4 unequal

may

on

have equal sides but do not have equal angles".

the other hand, 100

is not a quadrilateral because a quadrilateral has 90
sides".

.ft0

I

1

(The two types of reasoning, using the special attributes

of the prototype lead co incorrect responses.)

iv) Reasons based on critical attributes. For example,

is not quadrilateral 'ecause it is not closed,

\ therefore it is ni.. polygon, and every

\ quadrilateral is a polygon." (This type of

reasoning usually leads to correct responses.)

The last two categories can be considered to reflect the

secon( van Hiele level, because students use attributes

(concept attributes in iv, concept example attributes in iii,

in their reasoning, where the reasoning based on non-critical

attributes leads to incorrect responses and the reasoning

based on critical attributes leads to a correct response. In

addition we can say that some reasons in category iv even

reflect the third van Hiele level, because they show some

understanding of the inclusion relationship (as, for instance,

in tne above example - "... and , ery quadrilateral is

polygon".)

In figure 6 we illustrate the change with age (grade level) of

the percentage frequency of the first and last two categories

of reason for figure iii (the "opts figure"). (The non-

acceptance of the "2 labels" category did not occur in this

example).
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t
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of square (reason iii)

whole appearance (reason i)

GRADE

Figure 6

The frequency of reasons based on the figure's whole

appearance (van Hiele first level) is very small aid decreases

across the years, whereas the number of reasons based on the

concept or the concept examples attributes (van Hiele second

level) is quite high across the years. These van-Hiele second

level reasons are of two types which change differently

through the grade levels. The number of correct reasons,

based on the main concept-attributes (the critical

attributes), increases dramatically, whereas the number of

incorrect reasons, based on the prototype, decreases. The

prototype examples (the squares) are the "smallest" subset of

figures within the set of concept examples. Thus we can say
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that, with the years, more students start "to behave"

correctly according to the structure of the "opposing

directions of the inclusion relationship" (the third van Hiele

level).

c. Misconceptions which increase with concept acquisition

Not always does student behaviour on geometrical tasks

follow an expected pattern. One example is exhibited in

the responses to the following item (Figure 7, the

percentage frequency of correct drawing is shown against

each figure).

Draw the altitude to side a in each of the following triangles

iv iii

46%

ii

24% 47%

xii

xiv

Figure 7

In this item we can distinguish types of triangle which we 247

shall describe as ;ollows: isosceles; i, iii, vi; unequal

sides; ii, iv, x, xi;

obtuse-angled; vii, viii, xii, xiv; right angled: v, ix,

xiii. Each appears in 3-4 different orientations. The

frequencies of success indicate that the orientation (or frame

of reference) effect is not effective here. This suggests

that the process of concept formation in this case is

different from that in the right-angled triangle

identification example.

In addition we found here also a hierarchical structure.

Those who succeeded in drawing the altitude in the obtuse or

right-angled cases, succeeded also for the unequal sides and

isosceles triangles.

The incorrect responses provide an interesting analysis.

Some examples of such responses are shown in Figure 8.

We can analyse student responses according to the critical

attributes of the altitude to side a: (i) The perpendicular

(ii) from the vertex opposite (iii) side a or its extension.

Students B and D

A not even one.

to a and student

also systematic

considered only two critical attributes, and

But, student B systematically drew a median

D the perpendicular bisector. Student A was

in drawing some segment inside the triangle

from one of the vertices on a. Student C drew the altitude to

a in the two first triangles, but in an obtuse-angled

triangle, where the altitude is outside the triangle, and in

the right-angled triangle, where the altitude is one of the

sides, he drew the altitude to a side other than a, presumably

in order to obtain an altitude inside the triangle. P



248

STUDENT B

STUDENT D

Figure 8

.

STUDENT A
4

a

A majority of the students have an altitude concept image

which contains segments inside the triangle only. For an

isosceles triangle this usually leads to a correct response,

because the altitude is the median and the perpendicular

bisector as well. In the unequal sides triangles, the correct

response also does not contradict this image. But in the

other two types of triangle this concept image can only lead

to an incorrect response. Again we have here a prototype

example of the concept which is the source for misconceptions.
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Figure 9

Figure 9 describes quantitatively student responses for the

obtuse and right-angled triangles across the class grades.

The number of students who did not respond to this task was

v'ry high in grades 5 and 6 (we will rJturn later to the

increase from grade 5 to 6), decreases dramatically in grade 7

and even further in grade 8. This would seem to reflect the

teaching. The subject is taught at the end of grade 6 and

then repeated as part of the teaching of area calculations in

grades 7 and 8. The interpretation of this "no response"

curve is that students start to think that they know the

concept. But what have they learned?
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The number of students that have formed the concept correctly

increases with grade as one would expect, but even in grade 8

it is less than 30% of the population. In parallel, there is

another group whose number increases - those who formed the

main misconception that an altitude is a segment inside the

triangle. The number of "other errors" is relatively constant

through grades and also quite large. Before formal learning,

most of the population admit that they are not familiar with

the concept and they do not produce any response. Of those

who do respond, most produce mainly wrong and unsystematic

answers. The formal learning, at least at this stage,

produces 2 groups - those who had formed the correct concept

and those who had formed the dominant misconception, while the

number of those who produce "other" misconcepts is stable.

It is worth noting that teachers had similar difficulties; in

a group of 20 in- servi' teachers only 8 drew the correct

altitude in all 4 types of triangle. (Activities with

teachers in order to improve this situation are described in

Hershkowitz et al, 1987). We analysed the population

according to sex, and the pattern repeated itself. But some

interesting slight differences appeared in an analysis of

culturally deprived versus non-deprived students, (Figure 10).

OBTUSE - ANGLED TRIANGLE

NON/DISADVANTAGED

Ne2S9

DISADVANTAGED

N.2S9

0

40

Or

20

5 0

H.63 Ns:4 N64 N.68 NSS
6

N8I
a

N.61

Figure 10

More non-disadvantaged students formed the correct concept,

whereas more disadvantaged formed the main misconcept. The

category of "other errors" is much higher in the disadvantaged

population. In addition, the "no response" category is very

different in the 2 populations: pore disadvantaged students

tend "to gamble"; they do not admit that they don't know.
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IV. DISCUSSION AND SUMFARY

If one analyses geometrical task performance according to

the geometrical concept examples, we will always find examples

which are more popular than others - the prototype phenomenon.

(This was true in all the above examples. In the

quadrilateral task the square example is the prototype and in

the altitude task the altitude inside the triangle is the

prototype). The creation of prototypes in the various tasks

is caused in different ways:

(i) Perceptudl reasons. I.e., the negative effect of the page

sides (the external frame of reference) on the identification

of right-angled triangles.

(ii) Teaching methods. I.e., the same partial success in the

identification of right-angled triangles, given in different

orientaticas can be explained by the unbalanced selection of

examples given in textbooks and by teachers. Usually the

vertical-horizontal example is given. Similarly, teachers and

textbooks tend to present the isosceles triangle "standing on

its base". The altitude example is perhaps the worst of this

sort. Many teachers are themselves not familiar with an

"outside" altitude or an altitude which coincides with one of

the sides, which leads directly to the prototype examples.

(iii) Prototypes formed by the mathematical structure

There are many geometrical concept prototypes which are the

5

elements of the "smallest" subset in the set of concept

examples. For example, the subset of squares in the set of

quadrilaterals. These prototypes are the concept examples

with most attributes and it seems that this may make them the

prototype examples, (This fits very well Rosch and Mervis'

(1975) theory on prototype formatim in everyday concepts).

It seems reasonable to assume, however, that there are also

other sources in the formation of these prototypes. Thus the

prototypes created in the biquad and bitrian examples can be

only partially explained by using some combination of (i) and

(iii).

In addition, we saw, that the prototype examples have an

effect on the concept formation.

At the first van Hiele level, students judge all other

examples (and non-examples) by comparing their whole

appearance with the prototype whole appearance. This leads,

of course, to only partially correct performance. Thus

students identify only some of the concept examples (e.g., the

right-angled triangle task) and this behaviour is constant

across the years, and drow wrong elements in some of the

examples (e.g., the altitude in obtuse or right-angled

triangles).

At the second van Hiele level, when students make attribute-

based judgement, the prototype effect leads them astray

because they lean on prototype attributes which are non-

critical to the general concept. Only those students who bane

5 (1
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251themselves on the concept's critical attributes, seem to

understand the inclusion relationships between geometrical

concepts. In other words, only these latter students can move

up to the third van Hiele level (e.g. the quadrilateral

task).
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AN INVESTIGATION OF SOURCES OF MISCONCEPTIONS IN PHYSICS

U.M.O. Ivowi and J.S.O. Oludotun

C.E.S.A.C., University of Lagos, AKOKA, Lagos, Nigeria

Introduction:

Research efforts on misconceptions in science have

implicated a number of factors as sources of misconceptions

(Johnstone & Mughol, 1976; Helm, 1980; Ivowi, 1984). These

include teaching, normal language usage, everyday experience

of the material world, textbooks and examination papers.

Helm (1980) suggested that the mis-match between students'

intellectual development and the demands made upon them by

the content of their courses could also be responsible for

the observed misconceptions. Using Bruner's (1960)

argument that a child is ready to learn when the teacher is

ready to teach, and the crucial factor of teachers

effectiveness in class in the formation of concepts by

students, Ivowi (1984) stressed the mis-match between

societal demands of students and the provision made by the

same society for the learning experience of students in

schools as a factor affecting the effective formation of

concepts in students during the teaching and learning of

science.

Recently. Head (1986) proposed five possible origins

of misconceptions in students. These are everyday experience

and observation, confusion about analogies, use of

metaphors, peer culture, and innate origin of some ideas. In

5 05

terms of the age and ability of students, he saw a genuine

pedagogic problem because during the developmental progression

in thinking of a child from pre-operational to formal

operational thinking, ideas that are consistent or contra-

dictory to conventional science must be formed. This places

emphasis on teaching in an attempt to properly guide a child

through formation of concepts. Since misconceptions are

bound to exist at one stage or the other of a student's

intellectual development, their sources need to be identified

and pedagogic strategies deviced to minimise their occurrence

in science teaching and learning.

So far, no empirical evidence exists for the sources of

misconceptions cited in the literature. The purpose of this

study therefore is to seek direct empirical evidence for the

sources of students' misconceptions in Physics.

Method:

The instrument for this study consists of problem

descriptions and tasks performed by students. The problems

cover motion, conservation principles and fields while the

tasks relate to stating and explaining answers to the

problems and indicating the sources of information used in

answering the questions in the tasks. All the odd-numbered

tasks solicited answers and their explanations; while the

even-numbered tasks required the students to indicate, from

a suggested list, their sources of knowledge. The problems

and the odd-numbered tasks were basically the same as those

used in Ivowi (1985 and 1986a) except that in the present study,

no options were provided for the stueents. They were allowed

to respond freely to the task so that any answers and
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explanations that tallied with already identified misconceptions

from previous studies could be followed to identify their

sources from the information given in the even-numbered tasks.

Since the stems of the problems were the same as those used in

previous studies and the odd-numbered tasks sought exactly the

same information of answer and explanation, the validity and

reliability of previous tests are assumed for this study.

The subjects for this study were upper form 6 physics

students of ages 17-19 years. This restriction became

necessary because previous studies (Ivowi, 1985 and 1986a) had

shown that the upper form 6 students performed significantly

better than the form 5 students and that the test was more

suitable for the upper fors, 6 students than for the form 5

students. These students were drawn from twelve secondary

schools within Lagos that offer the higher school certificate

courses leading to the 'A' level General Certificate of

Education (GCE) examinations. Altc;ether, 77 out of 159

students responded to tne instrument used for this study.

The administration of the instrument on the students

was done with the help of the physics teachers in the schools

investigated. The test was taken in April 1987, a few months

before the GCE examinations in June 1987. Since most schools

delayed instruction in fields, especially magnetic and

electric fields, the time of the administration of the test

appeared best as the students were expected to have covered

the course content and would be revis:ng for their

examinations.

In analysing the results, only instances of identified

misconceptions were of interest and in sue+ cases the sources

5 II

of such misconceptions were identified. The frequency of

occurrence of each of the possible sources was counted against

each misconception and the 7V-statistic for each calculated

to determine any significant difference in the possible

sources. By this, the most likely source of a particular

misconception was determined.

An example of the items in the instrument is shown

below:

Problem 3

A metal ball is given a

ip___

push to move it alon; a

smooth horizontal table. Point 0 is a position on the path

of the ball. Predict the subsequent motion of the ball.

Task 7

Indicate and explain the forces acting on the ball as

it passes through the point P.

Task 8

Indicate your source(s) of info n. .ion.

Problem 9

A man can cut down a tree by using (i) a cutlass or

(ii) a big saw or (iii) an electrically powered saw. In

each case, it takes him 1 hour or 30 minutes or 5 minutes

respectively to complete the job. What can you say of the

energy used in each case?

Task 19

If the energy used in cutting the tree by process

(iii) is E, estimate the energy used in the remaining

Processes and explain your answer.
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Task 20

Indicate your source(s) of information.

In task 7, the misconception detected is the

association of force with motion. Similar explanations to

those in Ivowi (1986b) were obtained. These include such

explanations as "since point p is not a barrier that can stop

the ball from moving, then the ball would pass through p

with the force acting parallel to the horizontal plane" and

"force due to the push as well as force due to the weight

of the metal ball will be on the ball." They point to the

misconception stated.

In task 19, explanation such as "energy is most in

(iii) and least in (i) since power needed will be much more in

(iii) than in any other, and least in (i) "was typical;

and this indicates a misconception of equivalence of power

and energy.

Table 1: Summary of students' responses to tasks

Tasks N* a b c d e f X2**

1 97 25 17 14 34 6 1 45.36

3 84 21 10 6 39 8 0 70.42

5 103 26 21 4 42 8 2 79.58

7 95 27 18 2 40 7 1 76.12

9 70 20 9 3 32 5 1 61.83

11 117 17 33 5 50 11 1 89.42

13 86 29 11 5 33 8 0 63.45

15 74 17 10 3 36 7 1 67.59

17 87 28 10 7 31 8 3 48.66

19 79 38 7 5 25 3 1 84.43

21 94 39 13 6 29 4 3 71.27

23 69 34 7 4 21 3 0 76.30

25 97 24 23 2 39 9 0 70.46

27 72 22 10 5 31 4 1 58.20

29 88 19 21 4 39 5 0 73.13

31 81 18 15 5 34 8 1 41.33

33 74 17 11 5 29 S 3 36.86

35 55 15 5 7 22 5 1 33.15

43 43 8 6 4 21 3 1 35.95

39 24 4 2 2 13 3 0 26.50

41 37 13 5 3 13 3 0 24.65

43 38 12 3 3 15 4 1 25.91

45 41 9 4 0 19 4 5 32.17

47 84 15 17 6 40 6 0 62.14

49 49 4 1 2 26 3 1 60.63

* The different values of N arose from the fact that
subjects were free to choose more than one source
for each task.

** Values of 'V significant at 0.05 level for df = 5.



Results:

Table 1 shows a summary of the response of the students

to the tasks. Each identified misconception has the frequency

of occurrence of the sources and the calculated 742-statistic.

Although the instrument contained seven categories of

possible sources of misconceptions, only six are analysed in

table 1 because the responses on the seventh category were not

helpful. They either contained repetitions of some of the

sources in categories A - F or were left blank by many

respondents. The highest frequency recorded for category G

was in task 19 and this was only 2. In twelve of the tasks

(e.g 1, 3, 7, 45 and 49) nc response was recorded by any of

the subjects. In all the remaining twelve tasks, only one

response was rccorded for each of them.

In table 1, all the calculated values of 7L2 are greater

than the corresponding value of 11.D7 for df = 5 at 0.D5

level of significance found in tables. Th'.s shows that the

misconception identified in each task had a most probable

source. An examination of all the tasks in table 1 indicates

that the most probable source of misconceptions is D

(textbooks); this is followed by A (personal experience/

intuition), and then B (teachers). The influence of C

(peers), E (other books) or F (instructional television/

genera: television programmes) has been found to be very

minimal with regards to misconceptions.
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Table 2: Order of Occurrence of Sources of identified

misconceptions

Serial
No.

Misconceptions Related tasks
for possible
detection

Likely
in order
1st

Sources

2nd 3rd

1 Heaviness
increases with
height.

1, 3

2 Association of
force with motion. 5 - 9, 35 - 45

3 In free fall

motion, vertical
motion affected
by horizontal
motion.

5 21 - 27

4 Energy change
always pro-
portional to
velocity or
horizontal
displacement.

9, 21 - 29 D

5 Two instead of
three types of
collisions . 13 - 15 D A B

6 In all non-elastic
collision,
kinetic energy
decreases .

15 D A

7 In conservation
principle, t-tal 15, 17, 21, D A
often disreiiid. 31, 33

Equivalence of
power and energy. 19 A

In table 2, the identified misconceptions and their

possible sources are ordered. The order of occurrence of

the sources of the identified misconceptions is D A B for

all except one of the misconceptions. In this

misconception, the order is A D B and this relates to task 19
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where the misconception of regarding power as energy was

detected. The same order of occurrence of sources of

misconceptions is obtained for tasks 21 and 23 in table 1

although in deciding on the order of occurrence of tne

misconception associated with tasks 21 and 23, the order is

dominated by the results ootained for the other tasks for

which the identified misconceptions were detected.

Discussion:

Like the previous studies (Ivowi, 1985, 1986a and b),

seven misconceptions were again identified and their sources

investigated. In most of the tasks and misconceptions listed

in tables 1 and 2, the order of occurrence of sources of

misconceptions is D A B which indicates that the most

possible source of misconception is textbooks. As is

common in schools, both teachers and students depend highly

on textbooks. One of the reasons for this authoritative

nature of textbooks is the process through which textbooks

development normally undergoes. Apart from consultation with

standard reference books, experts are usually given a chance

to assess the books before publishers put these books out

for school use. Under this condition, factual mistakes are

greatly minimised or completely eliminated.

By the result of this study, a suggestion appears to be

made to the fact that many physics textbooks used in

Nigeria contain misconceptions or contribute towards the

misconceptions held by students. The literature on the

subject had already indicted textbooks as sources of

misconceptions; the present result has therefore confirmeo
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.his suggestion empirically. Since most of the physics textbooks

used in Nigeria are foreign and are standard books used in

developed countries, it is reasonable to suggest that the

likely cause of misconception through the use of these books

may be due to language difficulty. The students investigated

in this study have English as second language and may therefore

encounter difficulty in using books written by authors whose

mother tongue is English.

The second source of personal experience /intuition may

relate to cultural factors prevalent in the society. Most

students come from home background devoid of educational toys

and technological gadgets. Their experiences of the

scientific and technological world are very limited; they

virtually depend on school teaching and very limited laboratory

activities for most of their experiences in physics. Under

such a condition, proper understanding of physics concepts may

be impaired and misconceptions may arise. Very closely related

to this problem is the inherent traditional beliefs and

superstitions which may appear logical and are at variance with

scientific concepts. The association of thunder and lightning

with electrical charges derivable from merely ebbing two

electrically neutral substances is a case in point.

The third common source of teachers is not surprising.

Misconceptions have been found to persist with years of

teaching and learning and that teachers did not appear to be

aware of these misconceptions in students (Ivowi, 1985 and

1986a). Teachers themselves have been found to exhibit some

misconceptions in physics (Ivowi, 1986b). Teachers were once

students and any misconceptions formed then persisted unless
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some effort was made to erase them. Such effort would most

likely arise from attempt to teach concepts to ensure proper

understanding. Such would be an oojective of a teacher

education programme. But the dearth of physics teachers in

schools has resulted in both trained and untrained teachers

teaching physics in schools. The result of Ivowi (1986b)

however indicated that no significant difference was obtained

in the contribution of trained and untrained teachers towards

the existence of misconceptions in student probably because of

the dependence of teachers on textbooks and the popularity

of the lecture method in teaching.

Since both students and teachers depend on textbooks for

the teaching and learning of physics, the predominance of text-

books as a source of misconception is logical. Teaching

requires the use of textbooks, teachers' knowledge and

strategies to cause meaningful learning in students. For

teaching and learning of physics to improve, the identified

sources of misconceptions need to he elminated. This is

particularly significant especially at this time of

developing new textbooks for the new system of secondary

education in Nigeria. Authors who are themselves speakers of

Ennlish as a second language are likely to write at a level

of easy communication to the students. This and non-verbal

communication strategies need, however, to be more utilised

in the circumstance in order to ensure improvement.

Conclusion:

This study has identified three sources of misconceptions

in students; the most common of which is the textbooks used for

5.15

teaching and learning physics in schools. Since both students

and teachers depend on textbooks, efforts at minimizing or

eliminating students' misconceptions in physics concepts need

to be directed at improved textbooks writing. This is

particularly revealing and relevant as new textbooks are being

developed for the new system of secondary education in Nigeria.
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ASPECTS OF THE UNDE25TANDING AND

TEACHING F THE LAWS OF SCIENCE

A.S. Jordaan University of Stellenbosch

1. INTRODUCTION

The foll9wing question was posed to a group of fourteen graduate student
teachers' in a class test:

State Newton's third law of motion in words without using the words action
and reaction.

The answers given included the following:

For every force exerted, there exists an equal and opposite force which
is exerted to maintain equilibrium.

For every ope at:on/movement there exists an equal and opposite opera-
tion/movement so that the body will remain at rest or continue to
move in a straight lire with uniform speed.

When two bodies are in contact, each exerts a force on the other. This
interaction causes no motion. The forces are balanced. (Translated
from Afrikaans)

These are three examples taken from seven cases of students who held
misconceptions about this law. Being familiar with some of the research
and literature about misconceptions, this was not too big a surprise, yet
the idea that those students were to he "let loose" amongst pupils who
knew even less (or who had even more misconceptions) was disturbing!
This and similar experiences with other laws/principles as well as the oc-
casional research reports roused my interest to research pupils' and stu-
dents' understanding of laws in general.

Before sharing ideas, it i. necessary to state some of the underlying as-
sumptions which will be serving as a frame of reference. Must of the
assumptions are very well known and are based on the ideas and view:. of
the leading exponents in this field.

1

All these students had at least completed I first year course in

Physics whist included Newtonian Mechanics.

In this paper we attempt to synthesize current insights on the under-
standing of the laws of science, and also report some further ideas and
information ensuing from my present research in this field.

2. UNDERLYING ASSUMPTIONS

2.1 Knowledge acquisition is a constructive or generative process and each
student's knowledge is personal and idlosyncratic.(Fisher and Lipson
1986:784) This implies that students use their existing knowledge to
make sense of new experiences/ideas - or in the words of Posner et
al
An individual's current concepts his conceptual ecology, will influence
the selection of a new central concept. (Posner, Strike, Hewson &
Gertzog 1982:214)

2.2 Due to their different conceptual ecologies, different students can
"incor. ate" the same new experiences/ideas differently in their
conceptual structures/frameworks. This implies that even if students
are exposed to the same experience (say a demonstration to verify
Boyle's law), they will not necessarily come to the same desired con-
clusion.

2.3 In order to accommodate a new conception, the following conditions
should be met:
There must be dissatisfaction with the existing conception.
The new conception must be intelligible

* The new conception must appear initially plausible
* The new conception should be fruitful (Posner et at 1982:214)

2.4 Misconceptions may originate as a result of the student's interac-
tions/experiences with the real world and/or because of his misin-
terpretation of the presented world of ideas. Driver and Easley
(1978:62) refer to these two kinds of conceptions using the terms al-
ternative frameworks and misconceptions. In this paper the terms al-
ternative conceptions and misunderstandings will be used to distin-
guish between these two kinds of conception. The term misconcep-
tions will be used collectively to denote either or both these kinds of
conception.

2.5 Misconceptions (especially alternative conceptions) are tenacious
and are not likely to change simply because pupils are exposed to
teaching strategies in which they are given the physicist's explanation.
(Terry, Jones & Hurford 1;35:162; Stepans, Beiswenger & Dyche
1986:65-69) To complicate matters further students may adopt a
strategy which Gilbert, Watts & Osborne (1982:63-64) call the two
perspectives outcome. According to this view the pupil may retain his
own misconception . but also memorise the teacher's viewpoint as
something to be learnt for an examination. The learned science
viewpoint, however, is riot applied outside the formal cl,...room situ-
ation.



The situation is complicated even more if we take into account that
students' misconceptions are often quite adequate for interacting with
a limited domain of the world and that through such interaction these
preconceptions are procedurally ericoded.(Hashweh 1986:232)
Hashweh continues by stating that certain situations can be under-
stood by using any of a number of conceptions that seem to account
for those situations. (op cit)

2.6 Learrung is a process of successive approximation and continuous
refuienient of our mental niodels of the world (Fisher & Lipson
1985:51).

2.7 The student's ability to process information is limited due to the
finite capacity of the working (short-term) memory (Fisher & Lip-
son 1985:53; Johnstone & El-Banna 1986 & Novak (1984:11) It is
believed that the working memory capacity is limited to 712 "chunks"
of information. Johnstone & Wham (1982) discuss different applica-
tions of the limited capacity of the short term memory for science
teaching, but in particular the implications for practical work which
they mention are important for the learning and teaching of
laws/principles.

2.8 In accordance with information processing theory, it is assumed
that knowledge is organized into frames and schemas (Fisher and
Lipson 1985:54-55)

It must again be emphasised that these are only some of the assumptions
which will act as a frame of reference for this paper. Being one of the
central concepts in this paper, it is also necessary to present my views on
understanding or on What does it niean to understand?

3. WHAT DOES UNDERSTANDING MEAN?

Nickuson (1985:215) points to how difficult a question this is:

What it means to understand is a disarmingly simple question to ask, but
one that is likely to be anything but siniple to answer.

This view of the elusiveness of what it means to understand is shared by
other authors (e.g. Orme!! 1979:32). I will try to clarify the r..eaning
whici- will be given to the term "understanding" in this payer.

Instead of trying to give a definition, the main characteristics of under-
standing as described and explained by a number of authors, and which
coincide with my own views, will be discussed briefly.

* The act of trying to understand some phenomenon can be seen as the
process by wh:,.:11 the student (learner) tries to find one-to-one cor-
respondences between aspects of the phenomenon in the real world
on the one hand and the corresponding elements and relations of the
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*

schema(ta) of the world of ideas on the other hand. Hashweh
(1986:232) declares that understanding occurs when one realizes
that a certain situation is a particular case of a certain generalization.

Fisher and Lipson (1986:785) have similar views which they express
as follows:
Understanding lies in the extent to which one's internal niental niodels
successfully predict and explain events in the external ("real") world.

Understanding however is not restricted only to the extent in which
the real world can be mapped onto the world of ideas. There are
numerous situations where the learner has to relate some aspect(s) of
the world of ideas to some other aspect(s) of the same world. A
person might be able to map real world phenomena correctly to
Newton's First and Second laws, yet still not realise that the First law
is a special case of the Second law. In this paper the attention will
be focused largely on the first type of understanding.

* Understanding is very often context dependent. Depending on

*

whether, for example, a term such as force or weight is used in an
everyday or scientific context, the meaning can change. But the
meaning of a term or symbol can even change within different
scientific contexts. The meaning of the well known "=" sign can vary
considerably; compare its meaning in x = x+I (Computer Science) and
y = x+1, 2x+3 = x+10 or 2(x+3) = 2x+6 (Mathematics). (Nickerson
1985:217,219; Hewson 1980:398)

Nickerson (1985:217-221) also convincingly explains what he calls the
nonbinary nature of understanding. According to this view, under-
standing is not an all-or-nothing affair, but can vary in degree of
completeness. The extent to which a person understands something is
dependent on the amount of knowledge which the person has about
the related concepts.

In other words, the degree to which one understands an assertion must
depend on the richness of the conceptual context in which the assertion
can be interpreted. (Ibid:217)

In the same vein Strike & Posner (1983:54) distinguish between mini-
mal and full understanding thereby suggesting the idea of levels of
understanding. They use, inter alia, a person's ability to apply the
conception as an indication of his/her level of understanding of the
new conception. As an indication of minimal understanding, the stu-
dent should be able to apply the conception to stereotyped and simple
problems, while full understanding demands the application of the
conception '..o complex and novel situations.

* An important distinction is made by Richard Skemp (1976). He dif-
ferentiates between between two forms of understanding, namely in-
strumental and relational understanding. Although Skemp might not
necessarily agree, we like to think of these two forms of under-
Aanding as levels of control/ comniat:g. The difference between
these two levels of control can be illustrated by the following exam-
ple. A child can use a set of rules (algorithm) to write chemical
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equations without any problems, yet he might still not know where
the rules come from or why he uses them in the way he does. This
kind of behaviour(understanding) is known as instrumental wide: -
standing, while a person who also knows where the rules come from
and why they ate applied in a specific way, displays relational un-
derstanding.

* Strike & Posner's (1983:26) view that understanding and accommo-
dation are not synonymous is endorsed n this paper. A person can
understand a certain conception without necessarily agreeing with the
stated idea. If a student states that:
A bicycle stops when you stop pedalling, because no forces are acting
on it
one may understand the literal meaning of the communication, but
that does not mean that one agrees with the statement. For the ac-
commodation of a new conception to take place, the condit'ons stated
ir. 2.3 should be met. According to this view, the process Jf accom-
modation, embraces that or understanding.

Past efforts to formulate a single all-embracing answer to the question
What does it mean to understand? have only been marginally suc-
cessful, partly because understanding is very much content-dependent
Understanding a concept such as acceleration is not the same as un-
der*anuing a concept such as evaporation. These in turn differ
markedly from understanding a law of science or a model or an al-
gorithm. This view is also shared by Davis (1978:13) who comes to
the following conclusion regarding Mathematics:

Understan ,g depends on the type of mathematical wledge.
Understanding a concept is different from understanding a procedure.

Because knowledge of the different types of content is of such im-
portance to the understanding of the subject (content), a brief
overview of a mr,del of types of content is given in the following
section.

Another aspect of the nature of subject matter which might influence
the understanding of content, is the extent to which the student ' 3S
been exposed to sensory and linguistic experiences which in turn
could affect the stability of the student's conceptual framework.
Penetrating a conceptual shield which was moulded on regular, first-
hand experiences might prove a much more formidable task than
when the student has had limited exposure to the content. (Driver &
Erickson 1983:49)

4. TYPES OF CONTENT IN PHYSICAL SCIENCE

In the literature the following types of content are frequently distin-
gnished:facts, concepts, generalizations and procedures or algorithms
(Cooney, Davis & Henderson 1975; Romiszowski 1981; Merril & Wood
1974). This however is insufficient and more detailed distinctions, espe-
cially for concepts is necessary. A careful content analysis of what passes
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as concepts should reveal differences between concepts which call for
different teaching strategies and instructional moves to guide the student
to a better understanding of these content types. The following types of
concepts can be distinguished in Physical Science:

Concepts which describe processes (eg evaporation, interference, ion-
ization, refraction, etc.)

* Material concepts (e g. acid, voltmeter, ammeter, sodium chloride, etc.)

Theoretical concepts (e.g. electron, atom, electric field, etc.) .

* Variables (e.g. acceleration, velocity, temperature, electron-affinity,
etc.)

* Mathematical concepts (e.g. direct and inverse proportion, square, etc.)

Technical terms (crbthode, group, standard cell, ocular, etc.) (Jordaan
1984:36-44)

Over and above these types of concepts, Jordaan also mentions the fol-
lowing: models, theories, Nws, experimental procedures, algorithms and
conventions(including notations). Some of these types of contents arc
analysed and classified into even more detailed subgroups by Herron,
Cantu, Ward & Srinivasan(1977:185-199)

Because a more comprehensive discussion of types of content is beyond
the scope of this paper, we will now turn our attention to what it means
to understand a law of science.

5. WHAT DOES IT MEAN TO UNDERSTAND A
LAW OF SCIENCE?

A law of science is to be taken as an account or elicitation of a regular
occurence in nature. This include:- ---1-known laws such as Boyle's law,
Newton's laws, Archimedes's law, Lt. mb's law, etc. However the de-
scription will not be restricted to these well-known laws, but will also
include general statements or assertions such as: Metals expand when
heated or Light is refracted towards the normal when it moves into an op-
tically denser medium.

Because a comprehensive discussion of all aspects which could contribute
to meaningful conceptual change exceeds the scope of our present discus-
sion, the attention will be focused on

* the abilities which a student should display if he/she understands the
literal meaning of a law i.e. if the law is intelligible and

o instructional moves which could contribute to a better understanding
of the literal meaning of a law

These two aspects will be discussed similtaneously.

r: J ,' i1
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By integrating my own vie As with those of Davis (1978.15) and Reif et al
(1976:213) the following general distinctions have been made. For a stu-
dent to understand the literal meaning of a law (i.e. for a law to be intel-
ligible), it is necessary that he/she should

(i) understand the concepts used in the law;
(ii) understand the mutual interrelationships between the concepts and

be able to tell what the boundary conditions are within which the
law is valid;

(iii) be able to state the law in his/her own words (paraphrase it) and
also recog3ise an alternative formulation/representation

(1v) recognise and/or give and/or construct simple applications of the
law.

5.1 UNDERSTANDING THE CONCEPTS USED IN THE LAW

For the saki: of clarity. I will in this sect:on illustrate the points I wish to
make by using some of the best known laws Consider the underlined
terms in the following formulation or Newton's Law of Gravitation:

All particles in the universe exert a eravttational force on each other. The
force between two particles is directly pronorponal to the product of their
masses and ; proportional to the astare of the dittpnce between
their midnointz

In this formulation we can differentiate netween different kinds of con-
cepts, for example:

(i) "everyday" concepts like particles, universe. exert;

(ii) mathematical concepts like directly, inversely. proportional. product
and square;

(iii) scientific concepts like gravitational force, nias,. force. distance
(nu vat tables ).

5.1.1 Ever, ' concepts

To understand a law, each of the concepts used in it must be understood.
Although one might expect students to have few problems with everyday
concepts, research conducted by Cassels and Johnstone (1985) provides
evidence to the contrary. These authors specifically mention that exert is
confused with urge, exit and exempt. In my own research it has become
evident that even fourth year graduate Science students` confuse the
meanings of the Atlikaans equivalents of logical connectives such as un-
less and provided that. When asked to identify synonyms for unless and
provided that, 25% and 37,5% of a group of 56 of these students respec-

2
All these students had taken tertiary courses in both Physics and

Mathematics and have majored in one or more of the following sub.

jests: Botany, Zoology, Physics, Chemistry and/or dathemetics.

523

tively could not select the correct alternative from five possible answers.
The implication of this confusion becomes evident when these students
are confronted with a proposition such as Newton's First Law. The fol-
lowing formulation of this law then becomes quite acceptable to these
stude nts:

A body will remain at rest or continue with a constant velocity provided
that the forces acting on it are unbalanced.

5.1.2 Mathematical concepts

Cooney and Davis (1976:219) state, for example, that if students do not
understand Newton's Gravitational Law, it might be because they do not
understand concepts like arrectiv or inversely proportional. In research
which is in progress, it is already evident that students do indeed have a
lot of problems with these concepts. Some of the incorrect notions un-
covered so far include the following:

* Inversely proportional has the same meaning as reciprocal
* If s is directly proportional to the square of t, then students believe

that:
# t = ks2
# t becomes four times larger if s is doubled or
# s= t

2
or

# if t = 2, s = 4

The following worthwhil: recommendations are made by Cooney and
Davis (1976:219) should it be apparent that students are struggling with
these conceptions:

If such were the case. examples and non-examples of inverse and direct
proportions nught be generated for consideration. If this strategy did not
alleviate the difficulty. the teacher might then consider reviewing necessary
and/or sufficie,a conditions for the existence of inverse and direct pro-
portion: (i. compare and contrast these two types proportions.

As in the case of "everyday" concepts, the teacher/lecturer has an impor-
tant clarifying role. In the case of mathematical concepts the use of ex-
amples and non-examples could play a very important part

Although tue above discussion centered around the concepts of direct and
inverse proportionality, it is suggested that similar problems probably
exist for other mathematical concepts which are used in science.

5.. J Scientific concepts

Each statement of a law contains some scientific concepts. Most of the
words used to represent these concepts are taken from everyday language
and given a specific (related) meaning within the scientific context of a
law. Sutton (1980:5'), however, focuses attenion on an important aspect
in this respect:
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Words do change in nzeaning as they are reapplied in new situations. be-
calbe someone takes a part of their connotation and others accept it as a
new denotation.

Sutton (1980:53) also makes the important point that despite the efforts of
scientists to fix the meaning of words, they often do not succeed. Pupils
in turn must also try to construct or reconstruct meaning from the words
with which they are confronted. Gilbert, W,fts and Osborne (1982) and
Gilbert, Osborne and Fensham (1982) have tuund that pupils very often
interpret words in science (such as force) according to their everyday
usage. If this is done, it is quite conceivable that pupils could have
problems in understanding laws which include these words.

The responsibility of the teacher to guide the students to a clear under-
standing of the differences and similarities between the everyday and
scientific meanings of concepts used in the law can hardly be over-em-
phasised. One of tne most important functions of the teacher is to iden-
tify the students' conceptions of these concepts and to rectify the situa-
tion when necessary Methods which can be used to determine the prior
knowledge of students are suggested and discussed by various authors.
(Sutton 1980; Osborne and Gilbert 1980, Posner & Gertzog 1982; Duit
1984; Jung 1984) Teachers should take cognisance of these methods and
should become familiar with the application of at least so...e of them.

However it is not sufficient to just make sure that pupils understand the
correct scientific meaning of the concepts used in the law. They must
also be able to apply those concepts within the context of the law. This
can be illustrated by using Newton's Laws of Motion. If a student has to
calculate the acceleration which a body will experience if different forces
act on it, (s)he must be able to identify all the relevant forces acting on
the body. [Research done by Marais(1985) reflects a very gloomy picture
as to Technikon students' ability to identy forces in simple everyday si-
tuations.] If (s)he cannot do this, (s)he will not be able to apply the law
even if (s)he understands the literal meaning of the law. To help the stu-
dent in this it is necessary to identify his/her prior knowledge and to
make sure that (s)he actually commands the required knowledge. This
forms part of what I believe Strike & Posner (1983:13) refer to as the
construction of a framework within which to locate the new idea.

When conducting experiments aimed at verifying or (re)discovering a law,
it is also very important that pupils should understand precisely how
variables such as pressure, velocity, force, etc. are measured. When per-
forming the experiment aimed at verifying the law of conservation of
momentum, velocity is obtained indirectly by measuring the displacements
in equal time intervals. To "prove" the law, mass x displacement (and not
mass x velocity) is calculated. The need to clarify this indirect procedure
should be obvious.
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A similar situation is encoun-
tered during the verification of
Boyle's law using the apparatus
illustrated in the accompanying
sketch. In this case the proce-
dure to obtain a pressure reading
is so complex, that the student
cannot, figuratively speaking, see
the tree for the forest. The re-
sult could well be an overloading
of the short term memory (cf.
Johnstone 1985). The .ntended
support which the student should
have received, is thereby nulli-
fied. In this instance a Bou.don
pressure gauge which gives a
direct reading can help to save
the day. However I do believe
that it should always be a prin-
ciple to try to use apparatus
which is easily to operate and
which gives direct readings.

Pienaar and Walters

(1979) p. 506

A last aspect regarding the understanding of the concepts used in a law,
concerns the symbolic representation of the law. Because teachers very
often and very soon start using symbols to represent the variables, it is of
the utmost importanct. to confirm that students know exactly what each
symbol represents. For example in the Gravitational Law it is important
that pupils realize that "G" represents an universal constant which is inde-
pendent of the mass and position of the bodies (particles). My own re-
search has indicated that students believe that "G", like gravity, only ap-
plies in the proximity of the earth.

Another source of uncertainty aria error, is the confusion which exists
between "G" and "g". The need to distinguish clearly between related
(and confuseable) "entities" included in this and other laws should be self-
evident.

5.2 UNDERSTANDING THE INTERRELATIONSHIPS AMONGST
CONCEPTS AND SPECIFYING THE BOUNDARY CONDITIONS
WITHIN WHICH THE LAW IS VALID

Although it is important that students should understand the meaning of
the concepts mentioned in a law, it is just as important that they should
understand the relationsnips amongst these concepts. Posner et al
(1982:216 - with reference to Bransford and Johnson) capture the essence
of what I have in mind in the following words:

Intelligibility also requires constructing or identifying a coherent repre-
sentation of what a passage or theory is saying.



In an effort to help students to grnp the interrelationships, the
teacher/lecturer can condt'ct a real "experiment" (demonstration) or a
thought experiment. When the relationship between the pressure and the
volume of a gas is to be explr ned, the actual performance of the experi-
ment, followed by the process. 3 of the data to show that p1V1 = p2V2
p3V3 p4V4 = = constant, can help to clarify the exact relationship.
Cooney and Davis 6976:218) share this view:

Sometimes examining instances can help studems undersiand a generaliza-
tion. Other limes instances provide a means for suidenis to believe a
generalization.

The latter part of the quoted passage emphasises the role which instantia-
tion (exemplification) can play both in making a new idea (law) intelligi-
ble and plausible. This notion is also shared by Strike & Posner (1983.10).

Another form of instantiation which can be employed, is to select a sim-
ple, well-known phenomenon which is actually an application or special
case of the law, and to use this to illustrate the meaning of the law. This
can be done using a real experiment or simply a thought experiment. To
elucidate the meaninc of the law The rate of a chemical reaction increases
if the exposed surface area of the reactants is increased, the teacher can
demonstrate the combustion of a thick piece of wood as compared to ,he
combustion of the same mass of finely chopped wood.

To help students cope with Newton's First Law, it is often a worthwhile
mental exercise to ask students to imagine a large, smooth, frictionless
plane surface on which a piece of ice is placed. The ice is set in motion
and then left alone. What whould happen to the motion of the ice? (The
assumption that the surface is frictionless must again be emphasised.)
Through discussion the students can be led to see that this is a special
case of Newton's First Law. This is but one example of how students c,..1
be guided to a better understanding of a law with the aid of thought
(Gedanken) exoeriments. I believe that the use of both real experiments
and thought experiments are two ways in which the students' conceptual
frameworks can be connected to the real world (cf. Strike & Posner 1983).

Another aspect of the understanaing of a law with which students seem to
have problems, is their (in)ability to state the conditions under which the
law applies and to differentiate between the conditions (antecedents) and
conclusions (consequents) of a law. To illustrate what is meant by the
conditions and conclusions of a law, let us consider Boyle's law:

Conditions
If the mass of gas is constant
If the temperature is constant then the volume
If the pressure increases decreases

Conclusion

Cooney and Davis (1976:219) express their views on the importance of
this aspect as follows:

The explicit ic:entification of the components of an implication stemming
from a generalization s an important pedagogical consideration unique to
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the teaching of generalizations. Students who cannot identify antecedents
and consequents may experience difficulty in proving or applying a given
een, ral,zation.

Typical errors made by the fourth year graduate students3 regarding the
conditions within which a law applies, include the following:

(i) adding extraneous conditions which do not apply;
(ii) ignoring conditions which do apply.

It was found that:
* 41% of the students bereved that momentum is only conserved if an

elastic collision occurs;
$ 12,5% of them believed that momentum is conserved only if the

bodies cv...inue moving in the same straight line after a collision;
12,5% of the students believed that momentum is conserved only if
the kinetic energy is also conserved;
26,8% of them believed that Newton's law of gravitation does not ap-
ply to bodies which are far from the earth;
14,3% of the same group believed that Newton' third law does net

apply to bodies which are accelerated, while 25% indicated that they
did not know the answer an( 23,3% did not respond.

When given the following incorrect formulation of Boyle's law and asked
to identify the errors (if any) not one of these students could identify all
the errors.: The volume of any amount of matter is inversely proportional
to the pressure exerted on it.

Warren (1979) also gives a good example which similarly illustrates pupils'
inability to identify the conditions within which a law applies. He iden-
tifies the form in which the law is presented, as an important factor in-
fluencing the understanding of a law. Warren suggests that Newton's
Third Law is widely misunderstood because of the most unfortunate cus-
tom of expressing it in one of the epigrammatic forms. 'to every action
there is an equal and opposite reaction' or 'every action is opposed by an
equal reaction'!

According to Warren the first of these formulations implies that there is a
time lapse between the action and reaction which is of course incorrect.
The second formulation on the other hand could lead pupils to interpret
the K. to mean that both forces are exerted on the same body (cf. Terry
& Jones 1986). 38 (67,9 %) of the group of 56 students mentioned earlier
believed the downward gravitational force of the earth and the up-
ward force of a table form a action-reaction pair if a book lies motionless
on a table.

The obvious solution is to reformulate the law so that the correct meaning
is clear, for example:

if a body A exerts a force on body B. then body B simultaneously exerts a
force of the same magnitude but in the opposite direction on body A.

3
This is the same group of SA students referred to earlier;
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264 An a...)rnative strateg, could he to place the law in its historical context,
e. the context in which Newton originally stated it.

Human (in Moller 1980:111) also mentions the possibility of reformulation
as a strategy to facilitc to the understanding of a proposition. However he
adds a practical hint in this respect, and that is to state the law in an
"if....then" form, for example (Newton 1):

If no unbalanced forces act on a body. then the body will nzaintain its
state of rest or uniform velocity.

Another strategy (instructional move) which can be employed in explain-
ing the meaning of a law, is to use an analogy (cf. Strike & Posner 1982).
In this respect the ani,'ogy between electricity and water could be put to
good use in explaining som- of the generalizations which are encountered
in electricity. When using analogies, there are two aspects which call for
special attention:

make sure that the data-bas which forms the analogy, is known to
the students;

the positive, negative and neutrPl (cf. Hess 1974) aspects of the ana-
logy should be distinguished clearly. This view is also shared by
Hashweh (1986:239-240).

5.3 ABILITY TO STATE THE LAW IN HIS/HER OWN WORDS
(PARAPHRASE IT) AND ALSO RECOGNISE AN ALTERNA-
TIVE FORMULATION/REPRESENTATION

During the assessment of pupils' knowledge of a ;aw, the ability to repeat
a text-book formulation is quite often taken as the desired answer. If
this is the case, the possibility exists that the students might believe that
their ability to regurgitate a few words is also a true indication of their
understanding of the law. Anderson and Smith (in Hashweh 1986:242)
report that loose criteria in evaluating students' responses contributed to the
persistence of beliefs about light in the elementary school.

All fourteen students refe.red u. at the beginning cf this paper were able
to state the epigrammatir form of Newton's Third Law, yet 50 % of them
disclosed misconceptitms when asked to formulate the law without using
the words action and teactizin I believe that this experience contains
three very important messages for the teaching of laws. Firstly, during
the initial instruction, it is essential to confront students with different
verbal formulations of the same law, to explain and elucidate these and to
check whether they grasp the meaning of the law by asking them to re-
formulate the law in their own words. The reformulation could initially
also in done as a group activity, but in the end each student should be
able to give his/her own formulation. It is also desirable to determine
and explain the links between different formulations. Imagine a student's
confusion if he were taught the first of the following two statements of
Newton's Second Law, but were later confronted with the second as an
alternative formulation:

Statement 1: The acceleration of an L,Ljeci is directly proportional to the
applied force and inversely proportional to the mass of 10 object. and its
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daemon is the sante as the direction of the Juice. (Meiring, Getcliffe, De
Villiers, De Vries & Van Tonder 1982:70)

Statement 2: Force is proportional to the rate of change of momentum.
and the change of momentum is in the direction of the force. (Pienaar &
Walters 1981:68)

(Comment on the correctness (acceptability) of the statements is delibe-
ro' y withheld)

The second important implication is that should one want to test the stu-
dents' understanding of a law, the least one should do, is t) put a ban on
the use of certain key words - or in other cases it may be necessary to
require students specifically to use certain key words.

For the third implication I would like to qtn,te Hashweh (1986.242):

It would help if we could more clearly specify and agiee on the level of
undo standm of a ceitain concept and the iange of contexts in which we
expect it to be used.

In our case the word concept can be replaced by law.

Besides being able to give a verbal formulation of a law, students should
also be able to recognise and give other formal formulations or represen-
tations of the law. For example, students should be able to recognise and
give Boyle's law in its graphical fprm(s) and symbolic form(s) [pV = con-
stant or p1V1 = p2V2 = p1V1 or p=eV, etc].

Another, yet more important aspect, is that students should understand
the interrelationships between the different formulations/ representations
of the law. One should remember that the isolated understanding of the
different formulations/ repres,ntations i.e. either the verbal or symbolic
or graphic form, is no guarai.Je that the students grasp or can deduce the
other formulations/ representations.

To substantiate my claims, con-
sider the following results.
When the group of tertiary stu-
dents were given the accompa-
nying graph and asked to select
...e best mathematical represen-
tation from given alternatives, 41
% chose F/rh=constant. 45 % of
the same group of ..tridents in-
dicated that the second graph
shown, represents an inverse
proportionality. The need to
reinforce the underlying mathe-
matics and to pay sufficient at-
tention to these interrelationships
should be evident.
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The relating of formulations should however not be restricted only to the
correspondences between verbal. symbolic and graphical representations
By pertinently emphasing the relationship between, for example, pV = k
and xy = k, students' understanding of both Physics/Chemistry and
Mathematics can be ad .Inced

5.4 ,APPLICATION OF A LAW AS AN INDICATION OF A
STUDENT'S UNDERSTANDING OF THE LAW

In a previous section we indicated that the application of a law by a
teacher can contribute to the understanding of a law. Conversely the
ability to apply a law gives us an indication of the extent to which the
student understands a law. This view is shared by Strike & Posner
(1983:54) and has been mentioned earlier on in this paper (tide supra. 3).

Although a student's understanding is reflected by his/her ability to apply
the law, certain qualifications should be stated. Firstly, it is possible that
students could be "applying" their knowledge to what might seen, a genu-
ine "application problem". Yet an analysis of the problem and of their
prior experience might show that due to their previous encounters with
similar problems, the problem has been reduced to what might be called a
plug-tri problem, (As an alternative, I also like to refer to this kind of
problem as an instrunzeirtal application problem.) Many of my students
are very proficient in solving this kind of problems, yet they still do not
really understand the lavv.> involved.

A second qualification I would like to make, is that a student might ap-
pear not to understand a law, because of his/her apparant inability to ap-
ply the law correctly Let us consider the following incident in which a
very bright student had to explain the effect of an increase in pressure on
the N2/H2/NH3 equilibrium using Le Chatelier's principle. The follow-
ing chemical equation was given:

N ; ÷ 3 H
2
' 2H

3 a H<0',
She predicted that the equilibri-m would shift towards the N2 and H2
and explained her answer as foil vs:
According to Le Chatelter's pr tple an equilibrium will shift tf the con-
ditions affecting a, are chark, and the shift will be in such a direction
as to diminish or cancel the effect of the change.
The essence of the rest of her explanation, given point by point, was

The condition which changes is the pressure;
The effe.' of the change in pressure is an increase in temperature;
To diminish the effect of the change, the temperature must decrease,
To decrease the temperature, the equilibrium has to shift to the left
(towards the hydrogen and nitrogen). (Translated from Afrikaans)

Being familiar with an article by Haydon (1980.318-321), I realised that
this student was applying the ambiguous formulation of Le Chatelier's
principle with which she was familiar "correctly", just to obtain a wrong
answer. To rectify this situation, I did what Haydon suggests, i e. refor-
mulated the law in an unambiguous form. This incident demonstrates
how easily a student might interpret the formulation of a law "correctly"
and yet reach an incorrect result time and time again, because of the am-
biguity of the statement.
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Another strategy related to reformulation and which could be used ts ,
move ambiguity, is suggested by Gold & Gold (1985.83-84). They sug-
gest that the problematic principle of Le Chatelier be replaced by Van't
Hoff's laws. Historically these laws preceded Le Chatelier's principle and
the latter can actually be described as a generalization of Van't Hoff's
laws. Gold and Gold thus in effect suggest a return to two less general
laws as a solution to the probiem. I believe the same strategy could also
be used to good effect with some other laws (e g. Newton's Fitst Law) -
especially as an intermediate step.

6. IN SUMMARY

As a point of departure, I mentioned very briefly some of the basic as-
sumptions which could act as a frame of referer'.ce for the discussion
which followed. I also disclosed some views on what I believe it means to
understand. Intcr alia, it was stated that the understanding of Physical
Science is very much content-dependent. Hence to understand a scientific
concept imposes other demands than merely to understand a law of
science. It was suggested that to understand a law a student should;

understand the concepts used in the law;
understand the mutual interrelationships between the concepts and be

able to tell what the boundary conditions are within which the
law is valid;

be able to state the law in his/her own words (paraphrase it) and
also recognise an alternative formulation/representation

recognise and/or give and/or construct simple app!Ications of the
law.

In the paper aspects which influence these four factors were discussed
and instructional strategies/moves which could facilitate them, were sug-
gested.

One does however realise that for conceptual exchange (acco.nmodation)
to occur, much more has to be done than to just lead the student to an
uns anding of the literal meaning of a law.
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Understanding Students' Understandings: The Case of Elementary

Optics.

Walter Jung, University of Frankfurt (FRG)

1. Introduction

During the last year my group has worked an students' ideas in

optics/1/. A paper illustrating the type c' work and results

/2/ is available in English (from the author). I summarize the

main features of this work:

(a) Rather young students (ca. 10 and ca. 14 years)

(b) Concentric approach (combined techniques: interviews,

written tests, with picture and/or real experiments,

probing acceptance)

(c) The main interest is to understand students conceptions

and to describe them (phenomenography, according to

F.MARTON's conception/3/).

In this paper I focus on interview material. Studying many

interviews, it becomes very clear that it is not easy for a

physicist to unders and students' talk, because a physicist is

used to understand within the "meaning province" of the

theories of physics. We think this type of work is useful

because it can dewnstrate to teachers how easy it is to miss

the point in their students' statements. Of course, extracting

students' conceptions of optical phenomena from interviews is

beset with methodological difficulties. Therefore, in a first

part I shall discuss my methodological background, and in a

second part report understandings referring to the topic

"light and seeing". We investigated other topics, "images",

"light and colour", "light and movement". For obvious reasons

X restrict myself to one topic.

2. Understanding and intr- pretation

Part of the difficulties to learn physics is that the meaning

of terms depends on theory, or to be more general. on the

"meaning province". (Similarly, in some parts of the world
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nodding means No, in most parts Yes.) Thus learning physics is

analogous to getting accustomed to a foreign culture. And one

reason why students do not learn physics, or very poorly so,

is lack of opportunity to live in this culture: at best it is

a "guided tour".

Another difficulty arises from the same situation, this time

from the side. f the teacher. Living in the "physics culture",

he has difficulties to understand the difficulties of his

students. This is true concerning talk, written statements,

even actions, and experiments. The teacher, and by the same

mechanism the investigator understands students' reactions in

his physics meaning province. Thus conclusions from interviews

are mar'ed by insecurity - the insecurity of every discourse

between persons belonging to different cultures. It is the

normal hermeneutic circle-problem. Having extensively worked

with interviews as research instrument, we found it useful not

only as an obSect of study in order co find out something

about students' understandings - for that reason it was

originally devised. We found it useful also as providing

paradigm oases of what must happen in class teaching time and

again: the real "misconception" arises from an incongruity of

understandings, of the student and of the teacher.

Now, what can be done in order to make interpretation, i.e.

the understanding by a researcher of an interview as a text, a

more controlled enterprise? I see t4o main possibilities:

(1) Guidance by theory. This is a variety of verificationism:

one scans the protocol for verifying passages. Of lurse,

this does not avoid the hermeneutic circle. For verifica-

tion requires passages already understood. The advantage

seems to be that the theory is made explicit and its

functioning as a set of rules of interpretation can be

scrutinized and criticized.
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(2) Inductive procedures: the understandings to be extracted

are not given by a theory befo.vhand, but arise from the

material directly. Of course, this is again no way to

avoid the hermeneutic circle. It is a procedure of hypo-

thesis formation and evaluation. One instrument charac-

teristic of this procedure is to find "juicy quotes", i.e.

passages which are short, clear, and to the point. In

understanding discourse we normally use this instrument

intuitively. (We say, e.g., "please repeat what you said

just now, I think that reveals to me what you are talking

about" - though we may be in error in the end.) By

studying interviews, lists of such key-passages emerge.

And they are used to understand more cryptic passages, and

can be used to reconstruct understc.ndings. Of course, this

is no foolproof procedure. But as I have said in the

introduction, we use more than one approach. Some think

"objective" tests are "hard" science in contradistinction

to interpretation/4/. But data are what they are, in

interviews and in tests. And also in tests the interesting

issue is what test a,Jwers mean. You cannot sidestep

interpretation, you can only camouflage it.

3. "Light" episodes

In this paper I concentrate on guidance by theory, restricting

myself to one promising variety: Language meaning is learned

by episodes which have significance to the child/5/. Thus we

try to trace the development of meanings f "light" and

similar cord; from discourse about common episodes. (There may

be specialities according to culture and language. I do not

know if I can successfully convey the German meanings.)

(a) "You cannot see any more, - switch on light" (mach' Licht

an). This is a common episode since very early years in

development. The ensuing process includes an action by a

man, and a complex event: a lamp suddenly flashes up, it

is very bright, even dazzling, and objects in the environ-

5:9

ment are bright, more or less so, and can be seen if

looked at. It is safe to conclude that the word "light"

has no clear meaning in this episode: light"making" is

that process as a whole. Nevertheless, it can be analysed

in different ways. Take the following example, phrased in

the Schank-Abelson semantic calculus:

(1) switch-on (ACT)

tr

bright (STATE)

tE

see (ACT)

(The arrow expresses

"dependency",e.g. the

brightness depends on

the switching)

The episode is conceptualized as an activity and a re-

sulti4 state-transition, which makes another activity

possible, seeing by looking-at. Interestingly, "light"

does not enter this translation. Also the lamp is not seen

as an ACTOR (or a cause). But this is a very primitive way

of seeing the episode.

We know from interview material that a differentiation

arises between very bright sources, especially the sun,

but also mirrors, and lighted objects. The first are

"dazzling", hurt the eyes, make pain r.Itc. And therefore a

shift occurs from the person seei9g as an ACTOR to the

source as an ACTOR which results in a certain STATE

(effect) of the person. Normally lightet objects are never

seen that w

looking and

the source he ACTOR (or cause). Thus the

They are passive receptors, targets of

..Ttacles of brightness which "comes from",

semantic

scheme gets ore complicated:
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(ii) switch-on (ACT)

it

lamp active (STATE)

("on")

tE tE

shining (ACT) dazzling (ACT)

tr

object bright (STATE)

tE

seeing (ACT)

tr

pain (of eyes) (STATE)

The branching of the schemes is well illustrated in a

passage of an interview, when the student argues, no light

must be sent from an object into the eyes in order to see

it, because you can see a mirmr when 1; does not dazzle

you. That means: the mirror then dazzling is reflecting

light - but then you do not see, because you are blinded.

When the mirror is not reflecting you can see it. Also one

very striking feature of our trials with "Probing Accept-

ance" (see /2/) was surprise expressed by students when

told normal objects sand out light.

Though the scheme is more differentiated, still the word

"light" can be avoided. And we can trace the source for

the vagueness of the word by looking at the scheme:

3witaing-on results in a state of activity of the lamp,

the lamp is "on", the light is "on". But is the "light"

the state of activity of the lamp, its dazzling bright-

ness, its effect of letting see objects in its environ-

ment, of making objects bright enough? No easy decision is

possible and the situation does not demand a decision of

this sort. We need to know what light making means, but

not light simpliciter.
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It is characteristic of this more developed conception

that seeing an object results from the coincidence of two

activities, of the lamp (source), and of the person

seeing. Often the looking-activity expressed by students,

also symbolized by arrows, is interpreted as a rival

theory of sight-rays. With the analysis given in mind,

this is a misunderstanding. The activity of looking is a

fact which cannot be disputed. And it would be a serious

mistake to talk students out of it by appealing to the

authority of science (which often happens). What must be

done is to assist meaning differ_ntiation: what is the

meaning of light as an object of physics, and what in the

province of everyday life? Now, light in the province of

physics is a theoretical entity which cannot be seen (but

which makes seeing possible under normal functioning of

the organism). How can one get into that meaning province?

As in similar cases, it is possible by starting from

common ground. Physics would be inaccessible and meaning-

less without such common ground/6/. And here we can see

some of it, even in this not very far developed concep-

tion it is the idea of an activity of the source, of

certain effects of this activity, even of one activity

resulting in another one.

(b) Take another episode from early life, someone saying:

"come out of this corner, it is too dark there, come here

into the light", or "here's more light", or "it is much

brighter here". Now there is no explicit mentioning of a

source, though it may be implicit in the situation. The

interesting difference here is a reference to parts of a

room, to areas where light is present (such that you can

see/read better), or is absent. Thus "light" (brightness)

can easily be understood as something, an entity filling

an area or space.



There are other episodes which focus on light as an entity

present, e.g. when we refer to special sorts of light

(early in the morning, "FrUhlicht", or before a thunder-

storm, "unheimliches Licht", or moon-light, "Mondschein").

The locution refers to something present with special

perceptual, emotional, or artistic qualities. It does not

refer to something invisible and moving, but it has

certain effects. (All things are "bathed" in that light,

"ins FrUhlicht getaucht".)

It is true, sooner or later tl'e child learns that this

light "comes from the sun" (c whatever). But this phrase

must not be misunderstood in a dynamic sense: it "comes

from" means that the sun is the cause (or actor).

(c) Take a last episode, somebody saying "take a light (an

electric torch) such that people can see where you are in

the night". One may wave the light, and people see it.

What do they see? A moving bright spot, nt.t the torch, nor

the person. "hey see it there, far away, and are certainly

right to contend that no light comes to them, it is too

far away and can no longer make bright. Sometimes inter-

viewees say, one can see th "shine" there around the

torch. (Similar locutions refer to a candle light.) In

this episode, seeing th,_ bright spot -the "light" - is not

thought of as an effect of the torch on the eyes: looking

and seeing a bright spot in a distance is the dominant

idea. For somebody used to think in terms of phy:Acs the

idea is quite surprising: You see the distant lamp, but no

light comes to your eyes. In this episode the activity of

seeing as grasping something far away, and the activity of

shining and thus filling space with an entity "light",

seem to be completely separate.
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Of course, we are eager to ask a lot of questions. (And that

is what normally happens in interviews.) For instance, how can

you see the spot if no light arrives at your eyes? Well,

because it is a bright spot there, (but not bright enough to

light things here). We must always keep in mind that the

meaning province of everyday life has different constitu-

tion. It is more of a loose group of tribes ruled by ad hoc

and inconsistent rules - but the inconsistency does not matter

because normally there is no clash of episodes. No decisions

are necessary in order to form a coherent scheme: Are the

effects of the activity of the source direct - maybe retarded

-, or mediated by something send out? In case we decide for

mediation: Is it something which continuously comes out of the

source, moving away from it, filling space whilst moving

through it? Or is it something sent out once (when switching-

on the source) and staying there in the space, waiting for

objects to be lighted? When reflection occurs, is it the same

entity coming from the source and sent on by the reflecting

object, or is the object .,:tivated to send out something for

itself' /7/ Is that something sent out visible or not? Is it

bright or not? Does it make bright by stay4ng on the object,

or by surrounding it, or by activating the object to send out

in turn? In normal life, no decision concerning these, and

more, alternatives are made nor required.

In interviews we often find vagueness and inconsistencies. If

the theory indicated is correct, or nearly so, we should not

be surprised, because in interviewing students feel forced to

make decisions on alternatives which were foreign to their

mental furniture before. On the other hand, many passages can

be understood as resulting from a hard core expressed by the

scheme (ii) above.

I should like to decribe now the main features of this under-

standing of "light" and contrast it with that of physics.

5 4.1
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4. Understandings of "light and seeing".

4.1 Physics

(1) "Light" means electromagnetic radiation which transports

energy and interacts with matter in quanta; the registered

quanta correspond to wave lengths of about 400 to 800 nm.

Thus "light" is looked upon as a physical system mediating

the interaction between charged matter by exchange of

photons.

(2) The source does not interact directly and instantaneously

with other systems, but retarded. Believing in energy and

momentum conservation, we must conclude that radiation is

an entity which moves through space and exists even if the

source ceases to be active. It should be noted that apart

from conservation arguments, no experiment compels us to

abandon the concept of a retarded direct action of source

on object. Of course, this is not the understanding

adopted in physics today/8/. It should also be noted that

the movement of enc-gy by way of travelling field ex-

citations must not be understood in analogy to the move-

ment of a ball: there are no "paths" of photons. Thus

light qua radiation is a queer sort of physical systems.

(And student,' naively denying that light can be localized

between source and .bject may seem nearer to he concep-

tion of physics than the conceptions are which physics

teaching does offer them.)

(3) Light interacts in a number of ways with objects:

(a) Absorption: transformation of radiation energy into

mechanical, thermal, chemical energy.

(b) Re-emission: part of the incoming energy excites

higher energy levels, which are lowered by emitting

photons. There are two types of tais , ocess:
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(i) Exciting eigenstates. In that case emission is nor-

mally incoherent.

(ii) Excitation far away from eigenfrequencies. In that

case classical electrodynamic scattering theory is a very

good approximation

coheres`, scattering.

centres, re-emission

to what quantum theory predicts:

According to patterns of scattering

varies widely from totally diffuse to

sharp "foreward-scattering", i.e. reflection according to

the mirror law (which is, of course, never 100%).

(4) The objects scatter incoming radiation, part of which can

form a real image on the retina, provided correct accommo-

dation applies.

(5) The physiological processes which are require) such tnat

"seeing" may occur, are not part of physics proper.

4,2 Students' basic phenomenological understanding

A This understanding is primarily correlational.

(1) A luminous body ("Source") shines on an object which

gets bright (brighter), or inumihated. (Implicitly,

the luminous body is unterstood as the "cause" of the

illumination.)

(2) An observer directs (head and) eyes to the object and

keeps them open.

(3) The observer can see the object if not blind.

Remarks:

(a) "shining-on" implies a direct and uninterrupted

connection between source and object

(b) "Shining" is an activity of the luminous body.

(c) The object is a passive receiver of illumination. To be

illuminated (= more or less bright) is a state of the

object.

(d) Directing the eyes on the object and accommodating is

an activity of the observer.
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(e) The observer sees the object there; he does not see nis

eyes (or his retina, or even his brain, as some inter-

viewees said) here.

B The concept explains a number of special ideas expressed in

interviews.

(1) White ejects, or objects with so called "bright

colours" (especially yellow', can be seen without a

source.

We can, hypothetically, reconstruct how students form

this idea by taking account of remark (c):

To be bright, means to be visible, and without doubt, a

bright sheet of paper is especially bright. This

brightness "comes from" the source, but obviously not

from the source alone. For other objects are less

bright with otherwise identical conditions, they may

even be dark. Thus the white paper must have a special

property which makes the difference: they are bright,

and therefore they can be

course, this is a chain of

with the ambiguity the

theorectical background it

seen without a source. Of

reasoning based on playing

word "is". But without a

is difficult to avoid it.

The fact that very bright objects may be felt as

"dazzling" or otherwise affecting the eyes, i.e. that

they may be sensed as active, may give additional

weight to the reasoning.

(2) A source can be seen from a great distance without

light "coming from" the source to the observer.

The ambiguity of the word "light" comes out here very

clearly. Light does not come to the observer, because

the source does not illuminate the observer and his

environment. But at the same time he does see the

source - its "light" as some explicitly state it -,

because the source is bright. "Light", i.e. the bright-

ness as an effect, is different from "light" as being

bright. "Seeing" is not understood as an effect of

"light" coming into the eyes, because, obviously, there

is no light coming to the observer. Of course, it is

easy for us to explain all that within our physics

understanding, referring to high absorption and the

threshold of optical sensation. But all this requires a

different understanding of the situation.

(3) Illuminated objects cannot illuminate other obje `,s.-

This was a strong conviction expressed in interviews.

Now, to be br' it means to be visible, but not auto-

matically to be a source. To switch on light" does

make bright the source which illuminates the objects

but you never "switch on" the object. Also the illumi-

nated object is unterstood as passive, as receptor.

"Reflecting" objects like mirrors are a special kind of

objects. And what students eventually accept is that

all objects are "reflecting", more or less so. They do

not accept that an illuminated body is itself a source,

as electromagnetic scattering theory says -even most

teachers du not believe it. Even the fact that an

object can be seen means that it is a passive object of

an active grasping.And even after having demonstrated

the illumination by an illuminated sheet of white

paper, students denied that other objects do the same,

and that this "shining" is a necessary condition for

being seen. Of course: "shining" is a special process,

subsumed under the category of activity. While we see a

continuity between more or less intensive re-emission,

students'understanding is based on the dichotomous

categorization active-passive. For some,it is difficult

to leave it.Ecen if they change mind and admit "reflec-

tion" of light by illuminated objects, they phrase it

in a characteristic way: they say "light reflects

itself". Thus 11 a subtle way they conserve their
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original understanding: the acitivity of the source is

transferred to the "light" - whatever that means now -

and the illuminated ;bject _u still a passive resist-

ance to the light. (Similar shifts can be observed in

mechanics referring to impact processes, see/9/.)

(4) Light stays upon the surface, or surrounds the objects.

It is the presence of the source everywhere and the

invariable illumination, the brightness of the surface

making the object vi ble(/10/).

(5) It is not th case that new :light, more and more light,

is continuously streaming from the source to the

objects. -

The idea of a continuous "stream" of light is absent

from the , nomenological understanding. Ps long as the

sour e is shining, the effect remains the very same

-and in so far as light "comes

"enduring" (es ko77t dauernd

help: Tf you paint an object

continuously red , .int, it is

you rub off the paint.

from" the source, it is

Licht). An analogy may

red, you need not add

and remains red - till

C We can observe many ideas which belong to a transition

phase from the phenomenological understanding to the

understanding of physics/11/. One example was mentioned

under heading B (3) ("reflection"). Anothe., example is

the admission of "light" as a kind of instrument, or

messenger, or (phrased in a more philosophical tradi-

tion) emanation of the source, i.e. as a system with a

sort of separate existence. And yet it is understood as

bright (hell) - what else? We have the record of two 11

year old bright boys who did not believe that tne light

rays cannot he seen. The teacher used a LASER for a

demonstrasion in the dark .ss-room. All students

agreet, that the rays cannot be seen, but small very

bright spot on the wall. The two boys spontaneously

left their places and rushed near the rays and

triumphantly told the stunned rest of the class: We can

se the light ray! Poor teacher /12/.

Teaching may eventually lead to admit "14ght" as "in-

visible": it is visible w'en falling on a body. Again

in many cases a misunde,standing of what the teacher,

hopefully, intends to say occurs: the invisible

messenger of the source generate: brightness when

arriving at the body, and thus it - the bright body and

so the "light" - can be seen./13/ No idea of the

physics understanding that "brightness" means intensive

scattering fo invisible light.

But again, even if scattering

"light" coming into the eyes is

it becomes visible, at least

becomes F ight!

and the necessity of

admitted: in the eyes

on the retina light

5. Plus ca change, plus c'est la L '77' chose?

So it seems to be! What we are facing as physics teachers,

especially in the early grades, is the phenomenon of

cultural transformation by something like a clash of

cultures. Many people read._5 thii paper may get the im-

pression that it blows up a simple piece of teaching to a

philosophical problem. Show students the relevant experi-

ments, and they will grasp the physics. I do not agree.

Even experiments must be understood, and this can be done

in different ways. In fact, we do know very little about

that process of cultural transformation. And the aim of

t'lis paper is to make a case for teaching to be understood
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that way. So far, "misconception" research has been in-

spired by cognitive psychology which is an offspring of the

physics culture. Putting teaching and learning within the

context of anthropology, we may gain different ways of

understanding what is happening in the teaching-learning

interaction /14/. The subtle dialectics of conservation and

change Is well-known to anthropologists, as is the problem

,f the depenaance of meaning on the cultural system.

(Missionaries knew it long ago.) In teaching and learning,

we observe very similar processes. As physicist-, we are

ill-equipped to understand their significance and to take

it serious, thbugh from the history of quite recent times

we ,should know better/15/. Thus, apart from putting

teaching-learning in an anthropological context, I should

ltice to urge investigators to take serious the phenomeno-

logics". understanding. Before applying allegedly objective

testing with hard results, understanding is necessary. This

may prove no less difficult for many of us as it is for

students to undertand our way of thinking. Also I plead

for reconsidering what is understood as success of

teachings not merely the ability to retrieve a number of

more or less general formulae and principles, but also the

concomitant knowledge of changing from one meaning province

to another, and the flexibility of doing so according to

circumstances - and rave a little loss formulae and

principles will do/16/. We are beginning to respect foreign

cultures, and see them no longer as inferiors to our own in

many respects. It is well in time to consider different

understandings of the world in the same way. Referring to

optical phenomena, the phenomenological understanaing is a

good candidate, because the understanding within the

theories of physics cannot explain it away/17/.
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A SYNTACTIC SOURCE OF A COMMON
"MISCONCEPTION" ABOUT ACCELERATION
Patrick Kenealy, Physics Department,

Wayne State University, Detroit, MI 48202 313-577-2750

INTRODUCTION.
In the teaching of physics, which is the co,itext space I want to keep as

a focus, the "form-l-see" as a learner is ger -rally natural-language
prose, image-schematic descriptions like line drawings and graphs,
algebraic expressions, and laboratory models of the "real world". It will

be asserted that the meaning of the prose gives rise to syntactical
form, and that the syntax constructs and structures "mental spaces".

One of the basic tasks of the learner is captured by the following
question: How is the form I perceive related to meaning? Said it
other ways, the question might be extended: How is the form I

perceive related in any way to what I know? How is the form I

perceive related to "the meaning that was intended" by the instructor?

How has "the meaning that was intended" been used in constructing
the form I perceive?

The data I will present here de-Is only with a common linguistic
description of acceleration, but I will extend the ar.alysis to some other

examples. In what follows, the very general questions of form and
meaning will be sharpened with specific examples.

COGNITIVE GRAMMARS.
The title of my talk I efers to a syntactic source for a mistaken
interpretation of a standard definition of acceleration. The definition

referred to--"Acceleration is defined as the time rate of change of
velocity."--occur.; in the most widely used high-school textbook in th..

U.S.A. (Williams, Trinklein, Metcalfe, 1984). In referrirg to syntax arid

grammar in this paper, I use as bases the ideas of "cognitive
grammars" developed by a number of linguists and cognitive
scientists: Lakoff and Johnson (1980), I angacker (1986), and
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Jackendoff (1983). I have also used some linguistically-related ideas,
like, the no' in of mental-space construction offered by Fauconnier

(1985) and of category construction as discussed by Lakot. (1986) and

Medin, Wattenmaker, and Hampson (1987). It is also important to note
in tils context the work of di Sessa (1985, 1987) who has developed

the idea of "phenomenological primitives" like "force as a mover and
"dynamic balance". He views these as fragments of knowledge that
students bring to a study of physics rather than any integrated
viewpoint.

How are cognitive grammars related to the concerns of this
conference? The relationship is direct, because evidence of
misconceptions and misinterpretations often involve either the
sti -lent's translation of natural language into concepts and/or the
rendering of a physical obss. nations or imagistic descriptions into
natural language.

The most important basic departure of a cognitive-grammar approach

from classical theories of grammar is the rejection of the idea that
grammatical constructions are completely independent of the
construction of meaning. Classical grammars are considered
"autonomous" in the sense that a description of the grammar has no
relation to the semantics of the the communication contained in the
structure. That is, the classic description of grammar has little or
nothing to say about semantics or meaning. For example, this notion
of autonomy is a central aspect of the power of purely formal systems
like arithmetic and algebra. On the other hand, the arguments of
"cognitive-grammar linguists center on the notion that grammatical
constructions and syntax in general can have roots outside of the
language facility itself. The major assertion is that grammatical form

itself has a conceptual base and that its interpretation can construct a
conceptually- based mental spacer.

Fauconnier's (1985) notion of "mental spaces" will be discussed later,

but consider saying the following ntences aloud in succession.
"Fruit flies like bananas." and "Time flies like an arrow."2 The first might
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be considered a factual statement, but the second is a r taphor
based on a view of time as a moving object. A sometimes s . ,ng shift
occurs when the word "arrow" is encountered, and the previously-
interpreted noun "flies" must be transformed into a verb that structures

the sentence in a fundamentally different way. Consider what you
would have done if the second sentence said Time flies like
bluebees."

A assertion related to the nclon of conceptually-based grammars is
the idea that concepts serve as agents of category construction. This
notion involves rejecting the restrictive classic definition of

membership in a category as a listing of necessary and sufficient
attributes (Lakoff, 1986; Medin, Wattenmaker, and Hampson, 1987 ).

Conceptual knowledge serves to make and rank the importance of
certain relationships among attributes that lead to sources of
categorization like Wittgenstein's "family resemblances." In cognitive
grammars, the notions of "categories" and "reference" are developed
more in accord with the constraints cf psychological experience and

experiment than the constraints of classical theoretical linguistics and
the procedures of cfctionary makers.

ROBUST "MISCONCEPT;ONS"
The overarching question to which my paper is directed is the
following. Is it possible to develop a more detailed ctcri of exactly
how and why students, across broad ranges of aye and background,

have difficulty with some linguistic forms of physics-based and
algebra-based tasks, particularly when they are structured in certain
'ays? Previous work on related issues in the learning of physics and

the translation of algebra word problems have offered numerous
explanations, some pointing to language difficulties as one aspect of
the pbrforrnance difficulty. But in general these explanations have
either been vague or have stopped with consideration of the surface
features of he syntax. Is it possible to construct a model that might
indicate in some detail why it is, when students are faced with tasks
which involve translation from natural language, that erroneous
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outcomes occur so robustly across age, overall grade-performance
status in a class, and m.athemat i skills training? Or, looking in the
other direction at the translatio.. .ssue, what prevents students from
easily describing in natural Irnguage, in ways acceptable to physics
teachers, their observations of physical phenomena? And, finally,
one further extension of this same concern: What happens when a

student is faced with a constructed graphical image-schema of

physical phenomena and asked something about the physical
situation that gave rise to it?

As examples of some studies which show these effects, the following
are notable for results that are robust across age, educational
background, relative physics-course performance (grades) , and other
factors. The study of "Mindy's problem"3 , sometimes known as the
"professors-students" problem4, has been extensive, documenting the
robust nature of the "reversed-equation" response (Clement,
Lochhead, and Monk, 1981; Sims-Knight and Kaput, 1983;
Kenealy,1982). In summarizing investigations of this problem, Kaput
(1985) has pointed to an apparent "overriding of a vulnerable
understanding of algebraic syntax . .. by natural language syntax and
rules of reference". Kaput (1987) later analyzed it further in terms of a
default interpretation related to congruence between the adjective-
noun syntactical form and the algebraic form. He :.tales that "semantic

and imagistic" factors have a strong bearing on the type of translation
errors that students are likely to make in lincoLoicolly-presented
problems. McDermott, Rosenquist, and van Zee (1537) havb
pcinted out the difficulty that people have in connecting graphs to

physical concepts and to "real-world" events, noting that the nature of
the difficulties5 is the same across all populations studied: from
students in high-school physical-science classes to calculus-based-
physics students. Others have worked with children's performance on

addition, subtraction, and basic algebra problems and have pointed at
the syntax and semantics as sources of difficulty (Resnick, Cauzinillc-

Marmeche, and Mathieu, 1987; De Corte and Verschaffel, 1987).
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The possibility of coherently uniting some of these diverse difficulties

by identifying a common source is a highly attractive one. The fact that
students "get it wrong" in these studies in such particular ways and in

such robust fashion may point to an underlying process that is
basically the same in each case. The attempt in this paper applies the
ideas developed by Lakoff, Johnson, Fauconnier and others to the
particular area of difficulties in decoding and re-presenting physics
and related algebra concepts.

DECODING A LINGUISTIC DEFINITION OF ACCELERATION
Before dealing more directly with theoretical notions, I want to present

some data which deal with the translation of a particular definition of

acceleration from natural-language to natural-language. When
presented to novices for interpretation, this task leads robustly to an

erroneous restatement of what "acceleration" means. The data is
narrowly linguistic in its focus, but illustrates the power of whatever
process may be acting to produce the result. The result provides
another example of a common and robust misinterpretation of a
description of a well-defined scientific concept.

In a previous paper, I have discussed the importance of "acceleration"

as a basic concept, one which appears very early in introductory
courses and which has been identified by high-school teachers as
difficult to teach 1.enealy,1986). I discussed data on a set of 20
problems, which asked subjects to identify in each case an instance of
acceleration and its direction. The responses were analyzed by
extracting possible rules to explain a pattern of incorrect answers. The
three most prevalent rules taken in combinatior, completely predicted

the performance of several students on the set of questions. More
recently, a earlier version of the following data was presented
(Kenealy,1987), but without the possible explanation I am suggesting
in this paper.

The study involved the groups shown in Table 1.
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TABLEti: 513
1. 8th graders (N = 7). Bright, selected on basis of SAT scores.
2. 9th and 10th graders (N = 91). In general science of biology courses.
3. 11th graders (N = 76). In chemistry courses.
4. 11th and 12th graders (N = 39). In first semester of a physics class.
5. 11th and 12th graders (N = 90). In first semester of a physics class;

this group took the task home and most typed it up.
6. College, primarily 2nd and 3rd year (N = 114). Administered as a

pretest the first day of an algebra-based physics course.
7. College, primarily 2nd and 3rd year (N = 46). Administered in the 2nd

semester of an algebra-based physics course.
8. B.S.in science, not physics (N =15). High-school chemistry, biology

teachers in a workshop.
9. B.S., science (N = 35). Experienced high-school physics teachers

chosen for workshop on criteria related to excellent teaching.

The populations extend across a range of education and possible
preparation to handle the task. The task is essentially a linguistic one,

the interpretation of the common definition of acceleration cited above.

As mentioned, the definition is one which unfortunately is offered as
the first-encountered textual definition of this concept in a significant
number of high scharls in the United States. The subjects in this study

were given the statements shown in Table 2, one on either side of a
piece of paper.

Table 2.
1. We're trying to figure out how people make sense of

sentences which are used to define Ideas in science.
Simply on the basis of making sense, explain what the
following sentence says about the moaning of the word
"acceleration.*

"Acceleration is defined as the time rate of change of velocity.'

. An autc iobile accelerates when it :eaves a stoplight."

What does the word "acceler dion" mean in this everyday
situation?
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The order of presenting the questions was randomized, and, in a

simple accountina of coirect and erroneous responses to the
definitional question, no effect of question order was apparent.

Table 3. Typical "acceleration-is time" responses from Group 8 and
9scociated responses to the second question. Shown is
a subject code with physics background and teaching subject.

(HS = high school; question numbers keyed to Table 3; underling added.)

174: (No HS or coil. physics) (Biology, Environmental Science)
1. I would say acceleration is the time rt takes an object to pass a measurable set

of distances noting if there is a change in time between equal distances.
2. A change in direction or velocity.

661: (Yes HS and Coll. physics) (Biology and Chemistry)
1. My . .. Acceleration is the time an object takes to travel a given distance in

relation to the force applied.
2. Acceleration in this situation is the movement of the car at a constant increase

in speed through a certain distance in a given time interval.

286: (No HS, yes. coll. physics) (Unified Science; Mathematics and Soda' Science)
1. Acceleration is the time it takes for you to go from a rest position to the desired

speed.
2. From initial velocity of zero rest to some velocity v. Motion of the auto forward.

990: (No HS or coll. physics) (Environmental Ed., Earth Science)
1. ... the time it takes to go some distance ...
2. The stoplight is not moving, the car is moving. As it leaves or passes the

stoplight, the car moves forward at a given speed or velocity.

The most robust wrong response (see Table 3) consistently identified

acceleration as an amount of time required to change a velocity.

The answers were coded as in Table 4 and put into broad categories.

Table 4. Coding of responses.

1. a) ',:.e speed changes; it goes faster; speeds up; velocity changes.
b) velocity changes and/with time changes; correct responses.

2. a) the time, or how long it takes, to changes the velocity or speed.
b) the time, or how long it takes, to change position.
c)a=t/Av; a=t Av

3. a) blank
b) don't understand; exact repeat of defining sentence.

4. other responses.
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The first category includes responses of "change of velocity, Av" as an

acceptable response. Table 5 lists the statistical results by the four

broad categories in Tat,:e 4. The number of responses that were
judged correct are given in the parentheses in category 1.

Table 5.

GROUP N RESPONSE

1

CATEGORY
2

(%
3

OF N)

1 7 43 (43) 43 0 14

2 91 29 (8) 15 27 29

3 76 21 (8) 28 29 22

4 39 38 (23) 41 5 15

5 90 47 (46) 30 10 13

6 1 1 4 45 (30) 38 9 8

7 46 76 (72) 24 0 0

8 15 53 (40) 27 7 13

9 35 91 (88) 3 3 3

The patterr, of correr:t answers in the various populations generally
follows "nominal physics.oducation level" in an expected way, with
one exception which is relatively easy to explain. This exception is the

specially selected group of bright eighth-graders (Group 1), who made

more right interpretations than nominal educational level would
predict. Their group was the smallest (N=7), and there was little
scatter in their answers; three got it correct and three missed it by
giving the "time" answer. They were testeJ at the first class meeting of

a special summer physics program. One other "exceptional" data
point is from a group of high-school physics students (Group 5) who
got more right than another similar group (Group 4); their instructor
allowed these students to take the task home and gave extra credit for

typing the responses. Even so, the number of correct responses was

below 50%. The performance of these two "exceptional" groups falls

between college students just beginning a pre-med algebra-based

50 4r ) ,it
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physics course and college students at the end of two semesters of
that course.

Figure 1 provides a graph of "%-correct" vs. "nominal physics-
education lever. In Fig. 1, Group 1 has been removed, and the
physics background of Group 8 was judged to be between Groups 6
and 7. The background o' the teachers in Group 8 included very little
physics. The graph has been fit with a curve simply to call attention to

the trend of the data.
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Figure 1.

10 11 12 13 14 15

Nominal physics education (arbitrary units)

In Figure 2, the data of Table 5 corresponding to "%- acceleration -is-

time" responses vs. "nominal physics-education level" are plotted.
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The Group-5 data on the physics-class high-school seniors who took

the questions home is included in order to note that, despite the
advantage of taking it home, they stilt produced "acceleration-is-time"

answers in 30% (27 of 90) of their responses. The graph shows an
inverse U-shape, with erroneous "acceleration-is-time" answers
peaking for the high-school seniors in their first semester of physics

and college students beginning the algebra-based physics
sequences

Why did those populations most closely associated with physics
classes make the most errors of this particular "acceleration-is-time"

type? One possible interpretation is the following. The groups that
made the "time" error most robustly were the groups that actually paid

attention to the instructions and therefore engaged in the decoding
task. I will characterize the error-pattern in the data in the following
way: When a serious attempt was made to decode the sentence, the

erroneous "acceleration-is-time" response occurred in 20 to 40% of
the trials within each population group. The two groups at the

5G



extremes are relatively easy to account for. The group with the fewest

errors at the high-educational level was composed of practicing high-

school physics teachers selected for a workshop on the basis of
criteria related to "excellent teaching". The group at the lowest
educational level were high school freshmen in a variety of courses
and the spread of their answers ranged the most widely of any group,

with many answers being only remotely related, if at all, to the
assigned task. Although we might simply dismiss these two extrema

as some kind of ceilirg and floor effects, what kind of ceiling and floor

are they? Consider the following: the two extreme groups did not or
could not decode the sentence in a literal way. The experienced
physics teachers accessed many other resources, while many of the
freshman mud not make any sense of the sentence. There is support

for the latter assertion in the wide scatter in responses in Groups 2 and

3 including about 25-30% who said variations of "I don't know." or
simply rewrote the defining sentence exactly.

There is some externai support for the suggested interpretation from
other studies. For example, one study (Lesgold, Feltovich, Glaser.

and Wang, 1981; Lesgold, 1984) plotted errors in the diagnosis of X-

ray pictures by beginning, intermediate, and expert radiologists. When

diagnostic errors were plotted with axes analogous to those used
above, namely, error-rate vs. an experience dimension, the results
follow an inverse-U-shaped curve. In another study (Dee-Lucas and

Larkin, 1986), the "sensitivity" of readers to a definitional-sentence
form in a physics-text passage was plotted vs. a naive, novice, and
expert dimension related to physics background. This study also
produced an inverted-U-shaped curve, with novice physics students

judging sentences, imbedded in textbook passages and identified as

definitions, as more important than either experts or those judged as

"naive" with respect to physics training. The latter study is of particular

pertinence in supporting the rationale in this study that the physics
novices, Groups 1, 4, 5, and 6, who were in or just starting classes in

physics, paid particular attention to the decoding assignment.

c-; :,-'. f-,t_I ; *

MODELLING RESPONSES TO TASKS
Decoding and re-presentation tasks. The terms "decoding" and
"re presentation', in the view that I am going to discuss, are more
appropriate than the term "translation". "Translation" includes both
decoding and re-presentation and is too bruad for use in this analysis.
The goal is to develop a more differentiated and principled account of
how various kinds of incorrect responses occur so robustly. A more
detailed basis for describing the nature of the robustness may be a
-wide for developing new teaching strategies and assessing those
already in place.

The important "decoding" question is: Given either a linguistic or
imagistic description of a physical event, oi given a physical event to
observe: How does one decode or "construct meaning" from these
sources?

The important "re-presentation" question is: How does one describe
the experience of the "constructed meaning" in symbolic terms,
perhaps either in natural language or mathematical language, so that
it can be re. presented to an external audience who has not been privy

to the construction process?

The approach that follows leans heavily on the work of linguists: Lakoff

and Johnson (1n80), Fauconnier (1985), and Lakoff (1986). The work
of Jackendoif (1983) , Dinsmore (1987), and di Sessa (1985, 1986)
hac also influenced this discussion.

Experiential realism. The basic epistemological viewpoint is
called "experiential realism" by Lakoff. It may be summarized in the
following way. A real world of objects and interactions exists. Humans

apprehend and structure their experience of this real world via basic

mE taphors and idealized cognitive models which arise from their
emnodied experience of interactions with the real world: UP-DOWN,

FRONT-BACK, PART-WHOLE, IN-OUT, CENTER-PERIPHERY, SAME-

DIFFERENT, ENTITIES, LINKS, PATHS, CONTAINERS, CONDUITS,

SOURCES and activities like PUSH-PULL, CAUSATION AC DIRECT

5f
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MANIPULATION, FORCE AS MOVER, COUNTING, MEASURING,
SHAPING, GROUPING, and others. (Some brief examples from Lakoff

and Johnson (1980) of the structuring of concepts in terms of idealized

cognitive models are in the endnotes.7) "Experience" includes not

only perception and motor activity, but all genetically-acquired
properties that contribute to activities and interactions in physical and

social environments. To be a "directly meaningful" reference, a

distinction or activity must have been directly and repeatedly
_. experienced. An individual's experience, though structured by the

same processes as others' experiences, is unique to that individual

and the meaningfulness of events, situations, and descriptions of
situations to that individual will be unique. This does not deny the
existence of a real world with real interactions, but it does indicate that

there is no uniquely correct description of reality, only, at best, an

agreed-upon description between two or more "experiencers".8

Categories. The use of categories and prototype structures in
organizing knowledge is, in this view, evidence of deeper-lying
structures (the idealized cognitive models) grounded in basic
experiences. Categorizing is a basic human activity that gives
coherence to experience and is the main way we make sense of
experience. The real world exists, but, based on evidence from a
variety of human sciences, there is some doubt that there are natural

joints at which to carve up the real world into classical categories in
which membership is based on listings of necessary and sufficient

conditions.9

There is evidence that the basic level of categorization is based on

gestalt perception (Mervis and Rosch, 1981). Experi3ntial gestalts

tend to be at a central position in hierarchically structured categories.

For example, the position of "chair' is relative to a superordinate label

"furniture" and subordinate elaborations like "rocking chair" and " desk

chair". To paraphrase Brown (1965): while a dime can be called 'a

coin' or 'money' or 'a 1952 dime', we somehow feel 'dime' is its real
name. "Basic level" does not mean "conceptually primitive level", in

5 f 3 9

that the latter phrase is taken to mean concepts with no internal

structure. For example, consider the following list.

Zuperordinate

moving

ingesting

Basic

running, walking

eating, drinking

Subordinate

ambling, racing

slurping, gulping

The directly meaningful perceptions are in the hierarchy at an
intermediate level. They are neither the highest nor lowest level of

conceptual organization. Nor :,re they without structure. But the

assertion is that they are the most salient members of the category, the

easiest to process, learn, remember, and use. Despite being in the
middle of a hierarchy, they are actually cognitively simple:to
Categories can acquire an abstract structure by projection from the
basic-level gestalt to superordinate or subordinate levels or by
metaphorical projection from any physical experience.

Mental Spaces. The form of language provides instructions on how
to structure mental spaces and how to give meaning to what is being

presented. Fauconnier (1985) has viewed the construction of
meaning in natural language to be closely tied to she construction of

"mental spaces". Two or more spaces interconnected in specific
defined ways form a domain for organizing and sharpening certain
kinds of incoming information. In simple cases, such domains of

spaces can represent the world as it is defined in a painted picture, a

movie, or a novel; in more complicated instances, spaces might be
constructed to be a particular person's point of view, a situation or
event in time and/or space, or a hypothetical situation in time and/or

space. There can be mental spaces imbedded in other mental
spaces. The structuring of these spaces may depend on propositional

models, metaphor, metonymy, or image schemas (Lakoff, 1986).

A simple grammatical structure gives instructions for space
construction in context. But the construction process is

underdetermined by the instructions. Multiple complex spaces can



arise from simple construction principles and simple linguistic
structures. One cannot expect the sentence that constructed the
space to reflect the complexity of the constructed space.11

An aside. Before getting caught here in a kind of infinite regression of spaces too

numerous and complex to ever understand, imagine these structures as having

one particular aspect of a fractal-generated diagram12. Fractal geometry deals with

complex forms that are not smooth or homogeneous, but mimic the "constrained

randomness" found everywhere in nature (West and Goldberger, 1987). Fractal

diagrams can reproduce remarkably real-looking coastlines, mountain ranges,

clouds, biological organs, and other natural shapes. One sense in which such

oiwt..res are constrained is that when examined at higher and higher

magnifications, the small-scale structure is similar to the larger scale form. For

purposes of my metaphor, this self-simiianly at various scales is the salient feature of

the fractal model. Understanding the local structure somewhere can help

understand the local structure at any level of magnification. I would extend this

metaphor to embedded mental spaces, looking first at any connections between

two states without worrying much about what is being missed on a different scale

Fauconnier (1985) asserts that language, as it occurs, "builds up
mental spaces, relations between them, and relations between
elements within them."13 The spaces are constructed or evoked by
"space builders", phrases such as "Len believes " , "In 1952, ",

"If you catch a fish, , "In the movie ", "In the technical world of
physics, ", and so on. Within spaces, objects may be represented

as existing with "true" relationships among them, regardless of their

real-world status (Dinsmore, 1987). Fauconnier notes that the
construction of spaces are not representations of reality or of partial

"possible worlds". The construction of spaces represents a way in
which we think and talk, but does not say anything about the real
objects of this thinking and talking.14

Why is the idea of Fauconnier's mental spaces something worth
considering very seriously? The answer is that the ides has been
successfully used to handle a variety of classic problems in linguistics

and the philosophy of language 'n a simple, uniform, and intuitively

plausible way, problems whose solution has been difficult or
impossible within other models of language functioning (Dinsmore,

1987).

Examples. Consider the following sentences in which a speaker or
writer is attempting to describe something to you:

in Len's painting, the girl with blue eyes has green eyes." or

in physics, acceleration is defined as the time rate vi change of velocity."i 5

Several features of these two sentences are noteworthy. They both

may be precisely true in the real world. But the feature dominating any

notions of their truth is fact that both are subject to ambiguous
readings. The following paragraphs demonstrate some of the analysis

procedures of certain forms of "cognitive grammars".16

A. The first sentence might mean several different things. Is it that

"the girl with blue eyes" is the real-world model and has been
painted with green eyes? Or is "the girl with blue eyes" the one in
the painting, while the real-world mod,: has green eyes? Or does

the female in the painting have blue eyes an 1 green eyes, being
perhaps a multiply-eyed creature from outer space. Arbitrarily

choosing one of these interpretations, Fauconnier models this
schematically as showr.:17

SPEAKER'S "REAL" WORLD

Xi : GIRL WITH
BLUE EYES

LENS PAINTING: (t.S .3EPORTED
BY SPEAKER)

K2 : GIRL WITH
GREEN EYES
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The link between the two spaces is called a connector and is created

by considerations similar to those that produce the basic level of
categories, fundamental embodied experiences, and/or broad
cultural experience. Whatever the source of the connector, it acts in
Fauconnier's theory as an identity (ID) principle; the parts so

connected may literally stand for one another. For example, "Plato is

on the top shelf." most likely means to many people "The books by

Plato are on the lop shelf." The connector gets its power from the
pragmatic connection between writers and books, creators and
created.

8. Jackendoff (1975) made the important observation that the analysis

(not the meaning) of sentences like the first one above are little
changed if the initial phrase is of the form ,_en believes ". In this

instance the "space maker' phrase constructs a belief space, in
which entities, and relationships between entities, can exist as 'true'
and used as a basis for reasoning independent of any correlation
with the 'real world'. Fauconnier provides an image schema of the
following form.18

SPEAKERS "REAL" WORLD

Xi . GIRL WITH
BLUE EYES

LEN'S BELIEF (AS REPORTED
BY SPEAKER)

X2 :GIRL WITH
GREEN EYES

The ID (identity principle) connector (labelled "C" in the diagram)
used between two spaces is functional in character, operator-like,
rather than being an object or entity. If one has two spaces, Si and
S2 , linked by a connector, C, and a noun phrase, NP, introduces or

points to an element x in S1, then a) if x has a counterpart x' (x =
F(x')) in S2 , NP may identify x'; or b) if x has no established

5 7 3

counterpart in S2 , NP may set up a new element x' in S2 such that
x' = C(x).

It would be useful to note one further distinction about what the
spaces are not. It the following construction occurs, "Len hopes

" , the hope-space constructed is imbedded in the "Len believes
" space But the former can be entirely distinct from the latter in

the sense of having no elements in common; these spaces,
represented schematically by circles, are not like Venn diagrams.

C. In the second sentence listed (the definition of acceleration), the
space-making phrase is "In physics ", or, as it might be seen by
a student, "In the scientific world of physicists, ". For a student,

even one relatively sophisticated in another domain, this may set up
an empty space or one with fragments of physical experience which

are either isolated or have a few, weak interconnections. These
fragments could be something like di Sessa's phenomenological

primitives (di Sessa, 1985) and/or the basic levels of categories of
physical experience (Mervin and Rosch, 1981) and/or simply, on an
even mere fundamental level, the repeated experiences that order
physical phenomena that comes from being embodied in an
interactive environment, like the notion of CAUSATION AS DIRECT

MANIPULATION, PART-WHOLE, LINKS, PATHS, COUNTING, and

SHAPING. Other fragments that one might imagine being activated

are algebra equations expressing facts about motion (v = at) or
Newton's laws (F = ma) but without elaboration or strong relations.
A simple diagram of it might look like the following:

5 7 1



C (CONNECTOR)

SPEAKER'S "REAL" WORLD, S1

Xi TIME
RATE of briG. of VEL

PHYSICS WORLD
(AS REPORTED BY
SPEAKER)

X2 ACCELERATION

If an expert roads the defining sentence, one imagines the
constructed space to be :ad rich that whatever phrase follows the
space-making phrase is nearly irrelevant in terms of imparting any

information or changing the established connections. But a novice
faces the enormous task of extracting information from the sentence

and relating it to a space with many unstructured fragments. The
novice must pay very close attention to the defining sentence and the

information contained in its syntax and try to identify and relate it to a
known entity or structure. If the latter prodess fails, any reasonable

interpretation of the definition seems unlikely.

Is the diagram above correctly done in terms of the sense of the
sentence? That is, is it apparent what part of the definition is in the
speaker's "real" world? Any of it? Consider the following diagram.

SPEAKER'S *REAL" WORLD, S1

5'75

PHYSICS WORLD S2
(AS REPORTED BY
SPEAKER)

X2 ACCELERATION

X2 TIME
RATE of CHG. of VEL

The first diagram involving the acceleration definition corresponds to

what a linguist would call the classical transparent reading of the
sentence; it allows the possibility that x2 does not, or, perhaps, need

not, be identified by "time rate of ch....nge of velocity". The second

diagram is the classical opaque reading: both parts are in the
physics space and allow the possibility that x2 may have no
counterpart in R. For example, imagine perhaps that the sentence

defined some physical notion related to a space constructed by "In
this science fiction novel, ."

There are some other points to be made about the physics space of

the novice. It is generally an isolated space with little metaphorical

structuring or structuring of any kind. It is not the space of algebra or

algebra classes. It is not the space of the "r everyday world,

where ambiguous language is sometimes to be desired and where

approximate expressions of experiences and feelings are valued. It

is not the space of history or polittal science classes, which, for a
novice, may be metaphorically structured simply because they are
about human interactions. The latter two are spaces where it is rare
that a sinOe sentence is as precisely normative as a scientific
definition.19

DISCUSSION
The definitional sentence of acceleration being examined here gets its

importance from its widespread use as the introduction of a basic
concept. Many students who attempt to restate the definition, or
express an understanding of it in their own words, fail into a consistent

error, namely, re-presenting the definition with some form of the
"acceleration-is-time" response.

"Acceleration Is time." There is much data from studies on
problem-solving in various domains that indicate novices will classify

problems or tasks cot the basis of features mentioned within the
statement of the problem (Lebgold,1984). In categorizing pr.ysics
problems, novices will mention springs, inclined planes, pulleys, and
other physical entities mentioned in the statement of the p[roblem.

G
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Mathematics students can recognize various "word problems" by type.

In general, novices recognize cues which may trigger some pragmatic

rules that allow them to begin to treat a problem (Dreyfus and Dreyfus,

19C3). These considerations along with others mentioned in the
previous sections, suggest what may occur when a student confronts

the isolated definition.

The process may be similar to the following. The student realizes the
importance of the defining statement and attempts to parse the
sentence (The mental space perspective, which might indicate
whether the student believes there is any connection to the real world,

is unimportant here. The parsing task should be possible whatever
the initial construction may be.) The student is not attempting to parse

standard English, but technical jargon, like the phrase "time rate",

which is not well-formed in English. The defining sentence is
reminiscent of the grammatically correct imbedded sentences that
linguists construct when demonstrating that it is possible to generate

an infinite number of grammatically correct sentences. For example:

The barn door the horse the farmer cut loose opened blew shut.

which makes sense when grouped in the following way, If you first

read the sentence without the imbedded sentences, and then add
them back from the outside in, th' meaning becomes clearer.

(The barn door (the horse ( the farmer cut loose) opened) blew shut )

The phrase "time rite of change of velocity" may, to a
grouped in different ways. Some possibilities are:

")

2)

3)

4)

5)

6)

(time) (rate of change of veiocity);

(time) (rata of change) of (velocity);

(time) (rate) of (change of velocity);

(time) (rate of (change of) velocity);

(time (rate of change) of velocity);

(time rate) of (change of velocity).

5 77

novice, be

Of the more than 300 responses in categories 2,3, and 4 in Table 5,

only 20 mentioned the word "rate" at all. Here are some verbatim

examples of parts of those responses.

a) time or rate to build up speed;

b) the time and the rate and the velocity of something;

c) the rate of time increases;

d) the time it takes the rate to change;,

e) the time and rate and change of speed;

f) the time it takes the rate to change;

g) the time and rate it takes for a person to get from one place ...

Note that in several cases "time" and "rate" and "change of speed"
appear as separate nouns or noun phrases, syntactically isolated from

each other, perhaps as an initial list of cues for the student. One
example of a student's correct response mirrors his struggle with the

syntax. By parsing the sentence back-to-front, the student has
eliminated the confusion of the initial adjective, "time":

h) "I read it over 4 or 5 times: if something has a velocity, and the velocity

is changing, then that velocity must be changing at a rate, and that

rate is acceleration."

la many responses, the word "time" is taken as an independent noun.

The appearance of isolated nouns and noun phrases indicates an
attempt to extract meaningful information, but the result indicates
unstctured fragments. The word "rate" , when recognized as an

appropriate cue, is confusing because it implicitly contains time in
normal usage. Consider the meaning of the phrases "birth rate" and

"crime rate." The syntax gives few clues to the novice about how the

wards are to be grouped.

Another feature exacerbates the difficulty of the task. The word "time"

is in the prominent position in a definition usually given to the
superordinate level of a category. Consider the following initial

phrases of several definitional statements:



Eyeglasses are optical devices ...

A pen is an instrument ...

An eye is the organ of sight ...

An eyeglass is a lens ...
Acceleration is the time . ..

The salience of the syntactical position of the word "time", combined
with the novice's search for cues, and the difficulty of decoding the way

in which the words should be grouped, set the stage for the observed
robust error pattern.

A U-shaped curve and the dimension of experience.
Assuming the construction or evocation of mental spaces, one way to

restate the difficulties novices have is to note that the available
structuring for the space, although much greater than for naive
subjects in a domain, is not structured strongly or buttressed by much

experience. An expert's space, besides being structured, perhaps, by

a better grasp on theory, is presumed to be structured by wide
exposure to concrete examples. The basic-level experiences,
oi:ussed above as central to categories, may have been augmented

by gestalt-like sophisticated laboratory or clinical experiences within
the expert's domain. This may allow the expert to reason meaningfully

with these complex entities in the same manner novices might reason

meaningfully with the more basic embodied experiences. Support for

the idea of experts reasoning in this fashion can be found in Dreyfus
and Dreyfus (1986).

It is important to say that the above account is along the same lines of

an account given by Lesgold (1984) in describing the U-shaped curve

of errors found while studying the diagnostic skills of novice,
intermediate, and expert radiologists. But in that case the explanation

was couched in terms of schemas and an information processing
model. In that model, the complex gestalt entities mentioned above

are identified as compiled procedures. Lesgold comments:

"Trainees functioning at an intermediate level are in the process of compiling and

tuning their ability .. . They are also learning to take into account .. . constraints

imposed by film context and variations in film quality. Finally, they are developing

their ability to construct a global model of the patient's medical condition ...their

performance suffers in those cases where their new more complete, schemas

assert partial control but are insufficiently automated to finish the job; that is, they

no longer have the simplistic recognition abilities of the new trainee, but they

have not yet automated the refinements they have acquired."20

The last sentence states the reasons for the nominally better
performances on either end of the experience dimension.

The mental-space account, considered as structured by the basic-level

experences and phenomenological primitives, contributes at least two
things to the information-processing account:

1) a psychologically plausible explanation of the terms "compiled procedures"

and "automated, refined, flexible schemata," and

2) some tools to analyze linguistic difficulties, tools which are absent from the

schema account.

Strategies in teaching. As is true for most definitions of scientific
concepts in a pedagogical setting, less is not more. Condensed
scientific definitions tend to bury the procedures and experiments that

underlie them. As a counterexample, consider the textbook definition

of acceleration offered by Sears, Zemansky, and Young (1980):

Considering again the motion of a particle along the x-axis, we sunpose the at

time ti the particle is at point P and has velocity vi and that at a later time t2 it is

at point 0 and has velocity v2. The average acceleration of the particle as it

moves from P to 0 is defined as the ratio of the change in velocity to the

elapsed time ...

The distinction between this description and the one studied in this
paper is the distinction between a feature specification of a scientific
concept and a procedural specification. Reif (1986) provides an
excellent discussion of this point.

The pioneering work of Arnold Arons over many years has consistently

emphasized the importance of cperational definitions. (See, for
5Th 5 S ()
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example, Arons, 1984.) In this context, it is interesting to note his

comments about what I would consider the definitional elements whie:

are somewhat analogous to basic-!evel experiences.

Finally, it needs to be firmly emphasized to the students that operational

definitions of technical terms cannot be "figured out" from the term, themselves

and must be memorized. . . It is far more important to memorize the vocabulary

than to memorize the formulas. 21

The insight provided by mental spaces in characterizing the distinction

between belief spaces and a "real" world may help model a teaching

difficulty, related to definitions, that McDermott (1975) has pointed out.

In discussing the preparation of teachers for teaching physics, she has

emphasized the importance of structuring linguistic definitions in
certain ways. Consider the following two sets of descriptions. Each

statement may be thought of as prefaced by in the scientific world of

physicists, ... ":

A. 1) Because light consists of waves, it exhibits diffraction and interference.

2) Because light exhibits diffraction and interference, a wave model is a useful

description.

B. 1) Because the boat is less dense than water, it floats.

2) Because the boat floats, it is less dense than wafer.

The forms labelled 2) in each set place the observational phenomena

as primary and in the "real" world, as shown in the following diagram.

SPEAKERS "REAL" WORLD, Si

Xi INTERFERENCE & DIFFRACTION

X; FLOATS ON WATER

5 S 1

PHYSICS WORLD S2
(AS REPORTED BY
SPEAKER)

X2 WAVE MODEL

Xi LESS DENSE THAN
WATER

The diagram makes clear where the vocabulary terms, developed by

scientists to talk about the phenomena, are located. The diagram
makes explicit why the forms labelled 2) are appropriate explanations.

The forms labelled 1) could be confusing to a novice and might appear

to be structured in the following way, with everything in the physics
world and no connectors to the real world:

SPEAKERS "REAL" WORLD, SI PHYSICS WORLD S2
(AS REPORTED BY
SPEAKER)

Or, even worse in terms of the understanding of the students, they may

get confused about what part is defining what terms:

WAVE

DENSI

C

C.

SPEAKER'S "REAL' WORLD, Si PHYSICS WORLD S2
(AS REPORTED BY
SPEAKER)

where Xi and ke, on the right in the "theoretical" space, are physical

phenomena more closely associated with observation, namely,
"interference and diffraction" and "floats on water." This arrangement

is pedagogically unsound.
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ENDNOTES
lAs an aside, it should be mentioned that this doesn't directly address the question of

the "innateness" of the grammatical components.
21 first heard the sentences from di Sessa during a talk, but the grammatical argument

cannot be blamed on him.
3This consists of some variation of "In Mindys restaurant, for every four pieces of cake

ordered, five pieces of pie are ordered. Wnte an equation which tells you how many
pieces of cake are needed if you know how many pieces of pie will be ordered."

4 "There are 7 students for every professor at a certain conference. Write an equation
which represents this situation.'"

5The difficulties they cite refer to "translatior" problems, attention to the "wrong
features" of graphs, the matching of information in a narrative passage to graphical
representation, the requirement for active interpretation as opposed to the use of
memorized procedures, and students' attempts to construct analytical graphs of
motion, v vs. t, which result in reproducing the spatial appearance of the motion, an
outcome particularly prevalent if no measurements were made.

6As an aside, the comment of a psychologist familiar with graphs of drug dose vs.
behavioral measures made on animals was: "Ah, the ubiquitous inverse U-shaped
curve? I was startled and asked what she meant. She pointed out that it is often the
case that very low and very high doses of dr Ags produce similar low response rates.
There is probably no analogy to be drawn to high doses of education.

7 HEALTH AND LIFE ARE UP; SICKNESS AND DEATH ARE DOWN
He's at the egak of health. Lazarus tau from the dead. He's in Iga shape. He fell ill. He's
slang fast. He came skoyo with the flu. His health is slecljojog. He drooped dead. SOURCE:
SERIOUS ILLNESS FORCES YOU TO PHYSICALLY LIE DOWN.

HAVING CONTROL IS UP; BEING SUBJECT TO CONTROL IS DOWN
have control gya him. I am =jog of the situation. He's at the hejal of his power. He is

Linder my control. He felt from power. He is my social inferior. He is Ign man on thb totem
pole. SOURCE: PHYSICAL SIZE OFTEN CORRELATES WITH PHYSICAL STRENGTH

TIME IS A MOVING OBJECT. The time will come . The time for action has arrived. Let's
meet the future head-on.
TIME IS STATIONARY AND WE MOVE THROUGH IT. M we go through the years ... We're
approaching the end of the month ...
TIME IS A RESOURCE. Time is money. Time can be spent, wasted, given, stolen,. ..

0Theoretical organizing ideas like "frames", "scripts", "schemes" and "scenarios" have
been developed previously as cognitive models. They might be characterized as
network structures with labelled values that code prepositional information. The
labels ma/ be "empty slots' that are filled with situation-specific information or with
default values. As currently structured they are fairly restrictive and do not seem to
be ...a to address problems dealing with language, metaphors, and metonymic
phenomena. See Lakoff (1986).

0In fact, if those natural joints do not exist, the hunting-based metaphor of the real
world as an dead animal to be butchered at its joints may, fortunately, have to be
abandoned.

10 Lakoff (1986), p. 199.
11Fauconnier (1985), p.168.
121 otter this model to honor of the long tradition of using whatever is the latest

fascinating technology or mathematics concept to model the mind.
13Fauconnier (1985), p.2.
141bid.; p. 152.

5s3

15As pedagogi, this sentence is an unmitigated disaster. However, it is a technically
correct piece of jargon, with the ongin of the phrase lime rate" used by physicists to
avoid confusion with "space rate", by which is meant a change in some variable as a
function of position rather than as a function of time. For example, as one heads
east from the Rocky Mountains, one's height above sea level changes. The "space
rate of change in height" might be expressed as a change in height per kilometer of
eastward travel.

16Since these arguments are being applied on a restricted problem bya non-linguist,
one should take care not to judge the;r potential power on this very narrow
application. I am also synthesizing here the approaches of several different authors,
and it is unclear that each would agree with the other, let alone agree with my
application. That being said, I have been very careful not do violence to the
constraints expressed in their theories, at least as near as I can work with them in the
mental space(s) evoked by their writing.

17Fauconnier (1985), p. 12.
"Ibid., p. 14.
13Lakoff (1986), p 122,123 , comments cogently , quoting Paul Kay, on folk theories

of how words get defined.
20Lesgold (1984), p. 52.
21Arons (1984), p. 22.
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PUPILS ARE ABLE Christina Karrqvist
University of Gothenburg

The aim of this study was to obtain detailed information
on the development of reasoning during a learning process.
Four pupils (14 - 16 years old) were observed in depth
when working with a number of problems in electricity.
Their activities and comments were recorded using audio-
visual techniques. The study was approached in a construc-
tivist tradition.
The case study has shown that lower secondary school pupils
are capable of formulating problems at their own level,
developing knowledge of their own and designing their own
experiments to test ideas. They are full of initiative and
imagination when allowed to work at their own pcze, explo-
ring electric systems. Pupils are able to expand and refine
their conceptual structures in dialogues with a teacher or
another pupil about electrical experiments.
Now I would like to give some examples of this:

Ed(16 years old) is asked to light a bulb with a battery
and a copperwire. In figure 1 you can follow his attempts.

r

101P

Figure 1 Figure 2

His attempts can be seen as decided by his unipolar model.
Ed makes a drawing of what he thinks a bulb looks like
inside and explains how it works (fig.2).
Ed is consistent. The bulb is unipolar "from outside" and
"from inside". He presents two theories of how the current
can 1) enter the bulb in both wires and meet so it will
glow, or 2) current will circulate and go back to the
battery, but he does not know if current goes back. He
says that the first way may cause a short circuit, so the
second way is better.
Ed tries to light the bulb with another type of battery and
makes the following connections (figure 3).

G

Figure 3 Figure 4

He is convinced that two metal poles on the battery will
contact the lowest point of the bulb. So he tries for a
long while to get this to function. He is told by the
teacher that it is possible to light the bulb with the
battery only. Suddenly the bulb flashes. Ed holds the
system quite still and inspects it. Then he makes a
drawing (figure 4). He sees what he expects to see. His
observation is guided by his unipolar model.
When Ed is told to try to use a wire in this last system
he discovers the second pole of the bulb (figure 3 c).
Now he suddenly speaks of the current circulating in
the circuit. When refocusing on the first battery system
he immediately connects it successfully (figure 5).

Figure 5 Figure 6

Confronted with his bulb model, he discovers a conflict
which he solves in the way shown in figure 6.
In a later session Ed uses another theory of how the bulb
functions (figure 7). To the question whether the current
has to follow the way through the filament, he replies
"yes, otherwise it wouldn't light" Only after the concept
short-circuit is introduced does he show a full under-
standing of the way the bulb is constructed and functions.

Ed now formulates a problem on hts own He reflects over
his desk lamp and wonders how it is constructed. He thinks
there must be two wires in the flex. He is offered diffe-
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rent kinds of wires and chooses a two-conductor-flex.
He starts the following experiments (figure 8 ).

a.

Figure 8

Different batteries (contexts) activates different models.
Ed says about the system in figure 8b:"Though now it goes
in the same way in a circle, though it now goes closer,
like"
This example shows how Ed t to combine his everyday
experience with the new expt ence and his own idea about
the circulating current. He succeeds in solving his prob-
lem and he also deepens his conceptualization of the
circulating model.

Me second example shows how a girl of 14 develops know-
"edge as she works with electrical equipment. Margaret
starts with a unipolar model, advances to a two-component
model and ends up with a circulating current model.
When she explains how her bulb functions, she speaks of
plus and minus that enter the bulb. Therefore the bulb has
one pluspole and one minuspole. She develops her thinking
while she works with different bulbs (figure 9).

i.

Figure 9

1

C.

Margaret connects her bulb b to the battery. Then she
spontaneously turns it around, that is, changes poles.
She is very astonished when it still lights and tries
the same turning experiment with bulb a. Margaret has
found a problem on her own. In a long discussion with
herself where she consistently uses the two-component
model, she finally concludes that it probably doesn't
matter how it is connected since every pole can con-
duct both plus and minus charges to the bulb.

5 F;; 8

Then Margaret tries the experiments on the c bulb and
is satisfied when she constructs an explanation for
her experimental results: Then it can be so that per-
haps copper conducts everything then not only plus or
only minus but it conducts both, she says.

Margaret's two-component model enables her to explain
that two bulbs are lit by one battery (figure 10).

Figure 10

a b

Figure 11

c

The two bulbs get both plus- and minus charges and
therefore they shine.
But her two-component model fails when she tries to
explain the result of a connection between two batt-
eries and a bulb (figure 11a). Comparing her two ex-
periments 11a and 11b, she cannot understand why the
bulb does not shine in a when it does in b. Both are
supported by plus and minus. After being reminded of
the concept closed circuit, she tries a third connec-
tion c and suddenly starts talking about a circulating
current and accepts that model as an alternative to
her two-component model. Through some more experiments
Margaret's confidence in the circulating model grows
and she gradually abandons the old two-component model
during the following months.

This study shows what problems are specific to the
pupils, and at what level these problems are. Ed was
delighted to find that his two-conductor flex entered
the circuit so it formed a circle, though it was
"denser" in that part. Margaret's problem was the
nonpolarity of the bulbs.

As soon as the pupils got to know the rules, that is
what was expected of them,their self-confidence grew
greater. The study shows that it is possible stimulate
learning by challenging the original conceptions that
the pupils hold and training their operative readiness
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so that they themselves can verbalize questions, formulate
hypotheses, test these and go on developing their own
knowledge. This method will allow the pupils'independ-
ence and creativity to be utilized.

To have an operative readiness in electricity means to
use both process- and content-oriented conceptions with
confidence in a new situation. In constructivistic edu-
cation the pupils' own thoughts are requested. When the
pupil verbalizes his/her own opinion, his attention is
directed to his own thinking and an awareness of its
structure will be possible. When you formulate a nypo-
theses, you put forward your own ideas in an attempt to
apply them to a new situation. You will try to fit the
new into what you already know.This endeavour to inte-
grate promotes deeper learning. To dare to formulate a
hypotheses out of your own thoughts demands cognitive
audacity.Pupils who train themselves to put their ideas
to the test, train themselves to be brave. Audacity is
an indication of selfconfidence. The pupils will learn
to trust their own ability to find out things for them-
selves and be less dependent on the teacher as the one
who knows everything. Selfconfidence is an essential
ingredient of operative readiness.

If pupils are allowed to work with their own problems
and at their own pace, they can stand still and "know
what they already kaow" for a while. Maria Montessori
(1936) described a three-year-old girl who was quite
absorbed in fitting a series of wooden cylinders of
different sizes into corresponding holes. As soon as
she had succeeded she turned the box over and started
again. She repeated this exercise 42 times, before
stopping suddenly for no apparent reason. Montessori
thought that the girl's activity, which was exactly the
same each time, was quite meaningful to the girl, main-
ly because she gained time in which to develop self-
confidence. Perhaps you need to feel sure about what
you already know, without being forced to hurry on to
the next thing, before you can have the self-confidence
required for daring to change your model of explanation.

Pupils are able. They are able to develop a deep under-
standing of the idea of the closed circuit. They are
able to set up experiments on their own, put forward
hypotheses, test these, formulate their own questions
and develop explanation models. With the help of some
concepts that the teacher introduces they are able to
go on and widen the significance of these concepts. In
a constructivistic type of education the demands on the
pupils will increase, while the pupils have to think
and act independently.
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Microcomputers and appropriately designed software can
help students learn science concepts. They can also provide
media for investigating how students develop science
concepts. In this first paper in the set, we describe a
research strategy we have used to examine how students'
concepts develop during interaction with computer
simulations, and we discuss two pilot studies examining
concepts of gasses. The second paper in the set to be
presented by Patricia Simmons provides more explicit details
about a study examining concepts in genetics. While the
research strategy can be used to study students interacting
with a variety of computer related materials, the focus in
this paper will be on simulations containing interactive
visuals.

Visuals 1 Research on Learning

Interactive visuals may enable computer software to
become an especially powerful tool in science teaching.
They go beyond conventional instruction that emphasizes only
the verbal and the mathematical attributes of scientific
models. Appropriate simulations and tutorials can help
students learn about the natural world by having them age
and intaraat with underlying scientific models that are not
readily inferred from first-hand observations. For
instance, this paper describes visuals that represent
microworlds and that allow students to explore models of
atoms, molecules, and charge in ways not possible with
conventional instructional materials.

Current theory and research in cognitive science
pictures the learner as actively using higher order mental
activities including such executive processes as reflection,
planning, analysis, and self-regulation in constructing.
knowledge (Osborne i Wittrock, 1983; Garner, 1987). Schuell
(1986) wrote "What the student does i3 actually more
important in determining what is learned than what the
teacher does." Hence, one fundamental task of instruction is
to get students to engage in learning activities that help
students develop science concepts. Perhaps appropriately
designed instructional software that contains interactive
visuals and dialogue can help students become more active
learners helping them to construct concepts that are more
consistent with those of scientists. While various
educators have made this claim (Jay, 1981; Bork, 1981;
Krajcik, Lunetta and Simmons, 1986 and 1987), there has not
been a spectrum of experimental work performed sufficien.. to
validate this position.

50
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Computer Visuals

Development- in software and hardware now enable
authors to include a variety of visuals in instructional
software. The various uses of visuals and their
instructional effects in computer environments need to be
carefully described and examined. The strategy described
in this paper can help us perform this much needed research.

Visuals can be defined as pictures, line drawings, bar
graphs, cartoons, line graphs, animated images and dynamic
graphs. Many of these visuals are at different points on a
static to dynamic continuum. For instance, pictures and
line drawings are static visuals while animated images and
interactive graphics are dynamic visuals. With dynamic
visuals the student can change variables and conditions and
receive instantaneous information by observing on the
computer monitor how the change effects the graph or
animation of the simulated system (Lunetta and Krajcik,
1987). While each of these domains deserves careful
elaboration and study, our work focuses on the instructional
effects of dynamic visuals.

For clarification, here are some examples of dynamic
xinual1. These examples relate to research we will describe
later in the paper. Students observing and interacting with
representations of gas particles are using one form of
dynamic computer visuals. Figure 1, Animated Particles from
the "Model of a Gas" lesson in the Molecular_VOInnities disk
(Krajcik 4 Peters, 1987)., shows a screen display of the
particle animation representing gas molecules. In this
program students develop a mental image of an ideal gas
through observing and interacting with a particle
simulation. Students can increase and decrease the
temperature of the gas and obaeri-e the subsequent change in
the movement of simulated gas particles. The linear
movements of these animated particles are described by the
Boltzmann equation. Some particles move slowly, some move
fast, but most move at intermediate speeds. By using this
program students obtain primary information from interacting
with the dynamic visual.

In the "Temperature and Pressure" lesson in the GAA
yaws disk (Krajcik 4 Peters, 1987), students predict the
effects of temperature on pressure, then collect data on the
temperature - pressure relationship, and simultaneously
observe the data being plotted. This is an example of
clguamjcazaphica Figure 2, Temperature vs. Pressure, shows
a dynamic graphics frame from the "Temperature and Pressure"
lesson.

In ModzaaofFaeatracCaizzent (Lunetta, Lane & Peters,
1986) students can observe and interact with a model of
electrons migrating through a simulated crystal structure

within a wire in a closed circuit. By increasing and
decreasing the voltage, students can observe changes In the
simulated electron movement. They can also sample cutient
readings at different voltages and observe graphs of voltage
versus current.

Interactive computer visuals like these can help
students learn science concepts by having them see and
interact with underlying scientific models not readily
inferred from first-hand observations of real world
phenomena or from verbal or static visual presentations.
Dynamic visual representations of microworlds allow students
to explore models of electrons, atone and molecules in ways
not possible with conventional materials. For instance,
various lessons in the Gal taw disk permit students to
actively interact with a model of the kinetic behavior of
gases by increasing and decreasing temperature and observing
the changes in motions of the simulated gas particles. The
dynamic visuals in this software present information central
to understanding important science concepts. Such
simulations may promote conceptual learning that is
difficult to achieve with conventional instructional
materials and methods and may serve as a vehicle for more
effective science instruction. However, the influence of
dynamic computer visuals such as those in OAI Lew. and
EatictsioaLIntazaGLiOna on the learning of science concepts
has not been carefully examined.

The remainder of this paper describes a research
strategy for examining the effects of dynamic computer
visuals on the learning of science concepts and for
examining changes in the students' conceptual knowledge as
they interact with instructional software. Although the
focus in this paper is on software containing dynamic
visuals, the research strategy can be used with a variety of
instructional software. (A more general description of this
research strategy can be found in Krajcik, Simmons and
Lunetta, 1987.)

A Dynamic Research Strategy

Our studies have included prompting students to think-
aloud as they interact with software containing dynamic
visuals. We have interfaced the microcomputer with a video
cassette recorder (VCR) allowing us to make a permanent
record of the video output from a microcomputer displaying
the students' responses as well as their verbal commentary
via microphone input. (In our studies, we have used Apple
Ile and IIc microcomputers.) We have recorded and begun to
interpret students' comments about their observations,
perceptions, predictions, explanations, and decisions
simultaneously with the display on the computer monitor.
The video tape records can be analyzed carefully following



the sessions with subjects to assess concepts and problem
solving processes. They can also be shown to the student
subject and further analyzed via "stimulated recall". This
technique can provide the researcher with further insight
into the student's perceptions of what he or she was
observing and thinking. In addition, the think-aloud nature
of this method provides one vehicle for inferring underlying
psychological processes (Garner, 1987).

We have refe :red to this research strategy as
"structured observations" (Krajcik, et. al., 1987). It
enables us to study:
1) the nature of students' concepts;
2) how concepts change and develop with time and

experiences;
3) how students apply concepts to solve problems;
4) how concepts can be influenced by instruction;
5) how different kinds of visuals influence learning;
6) how the verbal dialogue in which visuals are embedded

influences student learning, e.g., the nature and
placement of questions;

7) how students interact with instructional software;
8)..how to design and employ software more effectively;
This research medium provides more control over certain
instructional variables than is possible in many
conventional research environments. Treatments can be
identical across a large number of students without the
changes in treatment that are common when instruction is
under the control of human teachers.

This research strategy can also provide information
about the design and use of instructional software. For
example, our observations have revealed that novice computer
users do not respond to computer prompts in the same ways
that experienced computer users do. We have also learned
that most students have difficulty interpreting information
presented in a computer frame which is divided in several
sections. We have learned that some students have a
preference for information presented in visual form while
others prefer alphanumeric presentation.

While the specific directions in the various studies we
have performed have varied slightly, they have had similar
characteristics. Typically, the student came to a room in
his or her school and sat at a microcomputer interfaced with
a VCR. The investigator greeted the student and explained
that he or she (the investigator) was present to study the
effectiveness of the instructional software. The
investigator then suggested that the student think aloud
while interacting with the computer simulation. The student
was told that reading the screens aloud did not constitute
thinking-aloud. Expressing ideas and decisions,
interpreting what the screen, said, and making predictions
did constitute thinking aloud. Generally, students were
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told that the investigator knew that thinking aloud could be
awkward at first since in school and at home we don't
usually do that. However, the investigator strongly
encouraged students to think-aloud in non-directive ways.

When a student did not verbalize thoughts and
observations, the investigator prompted with comments like:
"Please share your thoughts" or "Please say what you are
doing." The investigator allowed the student to work
through the programs without interference but encouraged
thinking aloud while working. The investigator occasionally
asked the student questions such as "What do you see on the
screen?"; "What does it mean?"; "What are you thinking now?"
to prompt the verbalization of perceptions, thoughts, and
decisions. Help was given only when the students had
technical problems with the hardware or software. If the
student requested help with the science content of the
program, the investigator replied: "I am here to evaluate
the software and to help only if the equipment malfunctions.
I do not want to influence your decisions or learning.
Please do what you feel is most appropriate and then say why
you chose to take the action you did." The investigator
refrained from engaging in extensive dialogue with the
student until he completed the work with the software.

We have found getting some students to think aloud to be a
real challenge. Currently, we plan to get students to
describe what they think it means to think-aloud before we
tell them a researcher's definition. We also plan to imply
that for some people thinking aloud seems to facilitate
learning. This, of course, will be a subject for
investigation in its own right. The "structured
observations" research strategy should be especially
appropriate for initial efforts to assess the effects of
thinking aloud on learning.

Sample Investigations and Results

While we have examined students' interactions using
CaTtAp (Kinnear, 1982), marl' of Electric Current, (Lunette
et al., 1986), MOleroler Velocities (Krajcik 4 Peters, 1986)
and Mks LAVA (Krajcik 4 Peters, 1987), in this paper we will
citb a small number of specific examples from two pilot
studies that have used Molecular Velocitig1 and firs

Pilot Study I

The placement of probing questions in an instructional
program may have a significant influence on learning. The
nature and placement of questions are among several
mathemagenic variables (Rothkopf, 1970; Wilson and Koran,
1976) having potentially important implications for the
teaching and learning of science concepts in a computer
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environment. The effects of these variables were the
subject of analysis in the first pilot study outlined here.
In this pilot study we wrote prompting questions into "Model
of a Gas" on the kielecularvalseatiel disk to encourage
students to think aloud. For instance, the program prompts:
"Predict what will pappen to the movement of the molecules
as the temperature increases. Say your prediction aloud,
then press RETURN." Using such questions throughout the
program enabled us to assess students' concepts and
understanding of the particulate nature of matter; we can
also observe whether students' concepts changed during
interaction with the program. The program entitled "Model
of a Gas" focuses on the following attributes of the kinetic
molecular theory:

1) gas particles are uniformly distributed, on average,
in a closed system;

2) gas particles are in constant motion
3) at a specific temperature the gas particles have a

range of molecular speeds;
4) changing the temperature causes the velocities of

gas particles to change.

Student volunteers from an introductory college
chemistry course were used in this pilot study. Two
preliminary generalizations can be made from the analysis of
their tapes. First, the tutorial dialogue and dynamic
visuals helped students focus on the important attributes of
the kinetic molecular model presented in the software. For
instance, most of the students did not verbalize that the
simulated particles had a range of molecular speeds until
they were directed to do so by dialogue in the program. One
student in the sample did not make this observation even
after being prompted to observe more closely. Second, the
students gave a more extensive verbal description of the
behavior of gas particles at the end of the session than
when they began. At the beginning students typically said
that a gas consisted of small moving particles. However,
after students interacted with the software and the dynamic
visuals, students also verbalized that the gas particles
moved in random directions and that temperature affected the
speed of the gas particles. While all students identified
more attributes of a gas at the end of the session, most
students did not verbalize that gas molecules had a range of
velocities following the instruction presented in that
study.

Pilot Study II

In the second pilot study reported here, the effects on
learning of dynamic visuals related to the relationship
between gas temperature and pressure were examined. In the
experimental treatment students used one of two versions of
computer software designed to teach the concept of an ideal
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gas and the qualitative relationship between pressure and
temperature. Version one included tutorial dialogue and
version two added visuals in the form of particle
animations. Both versions covered similar concepts. Each
version was developed so that students would spend
approximately equal time to complete the lesson.
Preliminary analysis of the videotapes indicate that
students spent approximately equal time on each version.

Each version of the software had the following
instructional objectives:

1.) gas particles are uniformly distributed in a
closed system;

2.) gas particles are in constant motion;
3.) at a specific temperature gas particles have a

range of speeds;
4.) changing the temperature causes the velocities of

gas particles to change;
5.) at constant volume the velocities of the

particles are directly proportional to the
pressure;

6.) at constant volume pressure is directly
proportional to temperature.

The pre and post-instruction clinical interviews were
combined with the think-aloud strategy. Students were asked
to speak aloud while interacting with the software and their
commentary via microphone input and video output was
recorded on a VCR. In addition, change in students'
concepts are being measured in pre and post-treatment
interviews. The combination of these techniques allows the
researcher to examine change in students' conceptual
knowledge. Interview protocols, modified from those used by
Novick and Nussbaum (1978 and 1981), probe students'
understanding about the particle nature of matter. Examples
of the questions in the interview protocols included: "If
you could see the air inside a flask, draw how it would
look."

While the video tapes and interviews have not yet been
thoroughly analyzed, preliminary results suggest that
students who interacted with the visual version developed
concepts more consistent with scientific models than did
those students who interacted with the nod-visual version.
The pilot has been conducted most recently with tenth
graders who were taking biology and who had completed one or
more physical science courses in the preceding two years.
In the sample, all but one were scored as exhibiting a
"continuous model" prior to work with the software. In the
posttest interview, the majority were scored as
"particulate". In a control group receiving only verbal
software treatment, only one student moved from continuous
to particulate following the instructional treatment.
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Limitations of the Research Strategy

The pi.ot studies outlined in this paper must be viewed
as tentative and preliminary, and it would be unwise to make
broad generalizations from them. Nonetheless, they suggest
some promising research and development that has the
potential to contribute to what is known about concept
learning. The research methodology has considerable
promise, but several problems need to be addressed:

1) Getting students to think aloud is not a simple
task;

2) Systems for coding student behaviors must be
perfected, and interceder reliability improved;

3) Systems for meaningful -.eduction of the large
quant.ties of data gathered with each subject and program
must be perfected;

4) There must be greater access to appropriate
hardware in school environments to properly support
instruction and research;

5.) There must be greater availability of appropriate
instructional software. Science educators should apply what
they know about concept learning in designing appropriate
instructional software to take advantage of opportunities
presented by new technologies for concept development..

Implications for Instruction, Curriculur. and Research

Structured observations can serve as important sources
o' information about students' concepts and about how
students learn science concepts an they interact with
instructional software. While we have cited examples
directly related to compute- visuals, the technique is
appropr see for a range of studies involving science
instructional software. For instance, currently at the
University of Maryland a graduate student is using the
technique to investigate how students learn the concept of
pH using interfacing equipment.

Research of the kind described in this paper can
enhance understanding of how students develop important
science concepts, and problem solving skills. It can
provide valuable information on important variables in
computer environments such as placement of questions and the
use of computer graphics. Such studies can also provide an
empirical and theoretical foundation for the synthesis of
instructional software, for improving teaching strategies
and for improving school learning environments.
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The development of the concept of speed: A case

of different frames of reference.

Iris Levin & Rami Gardosh

Department of Psychology, University of Pennsylvania

School of Education, Tel-Aviv University

Our study examined the nature and development of children's

understanding of the concept of speed as revealed in the way children talk

about the concept. We analyzed the evolution of the changes in the way

children talk about this concept by interviewing subjects who ranged in age

from 8 years to adulthood. Although the focus of this presentation is on

analyses of verbalizations, we have not ignored more traditional assessment

techniques. In fact, some of the research with Gardnsh as well as a series

of studies with Bob Siegler use a variety of standard :ion-verbal techniques

to examine the development of the concept of speed. While the topic of this

conference focuses on children's misconceptions, our presentation sheds

light on the richness of children's conceptions. This is, indeed, the other

side of the same coin.

Like many other concepts, our ideas about the speed of an object vary

as a function of frame of reference. To illustrate: Imagine a man walking on

a travelling train. How fast does he walk? At least three different answers,

answers which depend on the perspective of the observer doing the judging

of speed, can be given to this simple question. (1) From the point of view

of someone sitting in the train, the man is walking quite slowly. (2) From

the point of view of someone standing on the platform, the man is moving

rather fast, this because his speed is seen as an additive function of the

man's rate of movement plus the train's speed . (3) From the point of view

of someone outside of our planet, the relative speed of the man is fastest of

all, for the speed at which he walks now is an additive function of the

One child is sitting near the center while the other is sitting

near the end. Is one of them going faster than the other? The answer

depends on our frame of reference.
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From a linear point of view, the outer one moves faster since he

moves along a longer distance in the same time. From a rotational point of

view they move in the same speed, since they cover the same angles or

rotations, in the same time. You might wonder why I belabor the role of

frame of reference. something this audience surely takes for granted given

that I have cribbed from Einstein. My reason is straightforward. I believe

that conclusions about children's understanding of speed suffer for their

failure to take what we might all assume is obvious. But before I develop

this argument, I should deal with some matters of background.

Linear speed, in the sense of distance covered per time unit, is taught

repeatedly in school, at different levels of formalization from the final years

of elementary school to the end of high-school. Rotational geed, in

contrast, is taught at a highly formal level, and only at the env, of high

school to mathematically advanced students. At least this is the state of

affairs in Israel. These educational facts may lead us to believe that:

a) Young children conceive of speed solely within a linear

framework;

b) The rotational framework is acquired only during adolescence

or adulthood, if at all; and

c) The acquisition of the rotational framework is meciated by

schooling, presumably because our regular, day to day

transactions with the physical world do not affo:d the inputs

required for the development of an understanding of

rotational speed.

It seems that Piaget (1970), as well as others who studied the

development of the concept of speed, adopted these assumptions, either
explicitly or implicitly ( Ehri & Muzio, 1974; Levin & Simons, 1986;
Lovell, Kellett & Moorhouse, 1962; Tanaka, 1971). Piaget'sstudies, and
analyses of the concept of speed are based almost exclusively on linear
motion. So for example, he presented children with two trains going in and
out of two linear and parallel tunnels. The tunnels were obviously of a

different length, and the trains entered the tunnels and left them

simultaneously. The children were asked if the trains were running at the

same speed, or which one was faster. Until the age of 7 or 8, children
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tented to answer that the trains had the same speed, this because they

shared simultaneous starting and stopping times or points. When the

tunnels were removed though, so that the children could see that on train

passed the other, they correctly attributed a greater speed to the faster train.

Findings like these led Piaget to conclude that young children's intuitions

about speed is related to a sense of overtaking. When one object passes

another, it is taken to be faster. If so the children's concept of speed is not

related to the overall distance travelled; nor is it related to the overall

duration of a trip. It's conception is more ordinal in nature, one based on

the relative spatial ordering of objects at different points in time.

To illustrate the dominating effect of passing on children's responses

to questions on speed, Piaget used concentric motions. Children were

shown two cars travelling side by side around the same circle and hence the

same center. Note that in this situation the paths of both moving cars were

visible. As before, children were asked if the cars moved at the same

spew, or if one of them went faster. Since they ran side by side, neither of

the cars passed the other. In line with Piaget's expectations, young child/an

tended to answer that the cars had the same speed, even when it was pointed

cut to them that the outer car covered a longer distance. Interestingly

enough, with the concentric motions display, the error of relying on

passing (or actually, on lack of passing) and ignoring overall distance,

persisted up to the age of 9 to 11 years.

How should we explain the discrepancy between the age at which the

reliance-on-passing error is overcome in linear motion and the age at which

the error is overcome in rotational motion ? Does it really mean bat a

concept of speed is tied into notions of passing, until a late point in

development? Or is it instead possible that the "equal speed" response that

is given on tit:. rotational motion task stems front the children's use of a

rotational frame of reference? We cannot rule out this possibility, since it is

indeed the case that, from a rotational framework, the speed of two cars

moving along two concentric circles is equal.

I must tell you that Piaget raised this possibility but dismissed it. He

concluded that young children who used the "equal speed" response, were
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not applying a rotational framework, since with age, they give it up, in

favor of the "outer faster" linear response. Moreover, when shown and

told that the cars covered different distances, they tended to come up with a

completely wrong response, this time that the inner car was faster.

In contrast to these conclusions, we have developed the idea that such

data do reflect the fundamental facts about frame of reference that I Drought

to your attention when I started my talk. It is important to point out that

Piaget's studies and analyses of the concept of speed are based almost

exclusively on linear motion. We argue that there is no reason to believe

that the concept of speed is limited to the linear framework. Linear

extension is a very salient dimension in certain motions but not in others.

To get a feel for what I mean ponder an egg-beater. Whatever you are

thinking, I doubt that you are thinking about linear motion at this moment.

It is not relevant to your representation of the motion of an egg beater and

hence not salient. This leads us to conclude that linear motion is salient

when it is relevant to the motion under consideration; otherwise it is

ignored.

This discussion of relevance introduces our more general claim, this

being that, children have, from a young age, a core concept of speed, in the

sense of amount of output per time. Various kinds of outputs, ones that set

up different frames of reference, are processed in terms of this core

concept. They use the frame of reference dictated by the context of a

problem to select the kind of motion that they should focus on when solving

the presented problem. The idea is that, when considering the speed of

clapping of hands, they will refer to rate --!ter than to linear speed. Of

course if they do so they will ignore the distance covered by the hands, and

attend to the number of clapping. In the same vein, when considering the

speed of the rotating of a hula-hoop, they will refer to the number of

rotations and not to the distance covered by some point on the the hula-

hoop. To be specific:

The hypotheses of our study were:

a) At least by middle-childhood, children conceptualize speed in

both linear and rotational terms.
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b) From this age, they can differentiate between different

motions, and therefore apply linear terms to linear motions

and rotational terms to rotational motions.

c) The ability to coordinate and relate different frameworks,

may emerge later. This is because such an ability quires
skill at transforming speed from one framework to the other.

The study
Subjects

Two hundred children and university students participated in the

study. All the children came from schools in Israeli cooperative settlements

called Kibbutzim, and were selected from the 3rd, 5th, 7th, and 9th grade.

The Kibbutz schooling system is known to compete favorably with the best

schools in Israeli cities. The university students were from humanistic and

social sciences, mostly studying psychology or education. None of them

had a university course in physics. Each age group had an equal number of

females and males.

Method

Data were collected through interviews about rotational and linear

motions: The part of the interview I will describe here dealt with the motions

of 5 familiar objects. The objects were never shown to subjects, so we can

say they were presented verbally. Two of the objects represented linear

motions - a car and an ant - and three represented rotational motions - a

mixer, a drill and a record player.

The participants were asked to determine: (1) the speed of each of the

target objects ; and (2) how they could know this speed. If ;hey seemed to

have trouble with these questions, they were further encouraged to invent a

way to determine the speed of the object concerned.

To give you the flavor of the interview, consider the for owing

translation which is about he speed of a mixer. The interviewee is a boy in

the 6th grade.

E: What is the speed of a mixer?

S: Don't know.
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E: Try and guess.

S: Can I say the speed in ...

E: Whatever seems to you logical.

S: Fast.

E: Fa-a-a-st...

S: Fast, but fast relative to something; relative to a car, which goes

fast, its slow; Relative to.. ...... .

E: How do we know the speed of a mixer?

S: I imagine there is a way to measure it. I don't know...

E: Invent something...Let's pretend you are sent to the kitchen in

order to come back with an answer to the question: "what's the

speed of a mixer?" What would you do?

S: To measure... To define the speed of a mixer... To say how

much?

E: To say exactly what is the speed of a mixer.

S: Perhaps...How many rotations it makes in a certain time.

E: Yes...?

S: And...and... I don't know...To divide it...also.

E: To divide in what? what to divide?

S: One in the other. The number of rotations to divide in the time...

it does it.

A coding system was used to categorize the responses. The specific

categories were further classified into four major categories:

1. Pre-formal; 2. Linear Alone; 3. Rotational Alone ; and

4. Both Linear & Rotational or Transfomuitional.

Since children could give explanations that fit in more than one of

these categories, we coded their overall performance according to the

following decision rule. First, we assumed that the 4 response categories

represented three different levels, with category 1 considered the lowest

level of response, and category 4 considered the highest. Categories 2 and 3

were placed at the intermediate level. This assignment done, the child's best

response ( as indexed by the level of explanation) was used in the analyses I

will present today. But before I go to these, I should give you a bit more

detail on the nature of the categories themselves.
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1. Pre-formal responses: consisted primarily of 4 kinds of

answers:

i) Tautological responses, based on what you might call "eye

testimony". Example: To determine the speed of an ant, you

should see how fast its legs move.

ii) Ordinal responses. Example: An ant is faster than a turtle;

iii) Responses referring to non-spatial outcome. Example: A

drill is fast, otherwise it could not make a hole in the wall.

iv) Responses referring to psychological qualities. Example: An

ant is fast since it is diligent.

2. Linear responses: referring to linear distance and time.

Examples: To determine the ant's speed, we let it walk along one

meter and measure the time with a stop-watch; We know the

ant's speed by making it walk for 10 seconds, and measure in

centimeters the length of mad it covered.

3. Rotational responses: referring to number of rotations and

time, or to time per rotation. Examples: To know the speed of a

drill, I count how many times it comes to its starting position in

5 seconds; I let the mixer make a full round and measure the

time.

4. Both Linear & Rotational or Transformational
responses: Mostly, giving both a linear and a rotational

response. Otherwise, referring to number of rotations per time

transformed into linear distance. Example for transformational

responses: I count the number of rotations a mixer makes in 5

seconds, and multiply it by the length of the circle it made in a

rotation.

OK, now for the results. Table I shows the frequencies of children

using the different response categories for linear and rotational motions per

age group. Remember, only the best response per child was taken into

account.
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Table 1: Number of Children Using Each Explanation
Type for Objects That Characteristically
Move in Either a Linear Or Rotational
Fashion

Motion

Item

Explanation

Category

3rd

Grd.

GRADE

5th 7th

Grd. Grd.
9th

Grd.

Univ.

stud.

Total

Linear Pre-formal 11 3 0 0 0 14

Rotational Pre - formal 16 5 5 0 0 26

Linear Linear 26 35 39 39 38 177
Rotational Linear 0 0 0 0 1 1

Linear Rotational 1 0 0 0 0
Rotational Rotational 21 27 23 34 28 133

Linear Both or Trans 2 2 1 1 2 8

Rotational Both or Trans 3 8 12 6 11 40

* Total for each of rotational and linear motion items is based on an

N per age group of 40; therefore each child is represented twice in

the above table, once on the basis of their best score on linear items

and once on the basis of their best score on rotational items.

The following findings deserve mention:

a) Pre-formal responses are not all that frequent to start with.

Still, they decline with age for both the linear and rotational

motion items. Although we expected a comparable number

of pre-formal responses for the linear and rotational motion

items, they seem to be used somewhat more frequently for

rotational motions.
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306 b) Linear speed explanations overwhelmingly dominate talk

about linear motion items and rotational speed explanations

overwhelmingly dominate accounts of the rotational motion

items. This well differentiated pattern of responding occurs

for all age groups, including the youngest.

c) Despite the fact that all age groups differentiated between item

type as indexed by the way they talked about their speed,

there was an effect of item type on the ease with which

children accessed the suitable explanation type for that item.

Thus, children were better able to talk about linear motion

when considering linear items than they were able to talk

about rotational motion when considering rotational items.

d) Very few children talked about both linear and rotational

speed when pondering a given object type. If children did

this, they tended to do so more often for rotational motion

items; an outcome which makes sense since it would be

nonsense to talk about the rotational speed of linear

motion items like ants. (Where it would be acceptable , as in

the case of cars, a few subjects said they could measure its

speed by counting the number of rotations of the wheels.)

So far the data reveal that the large majority of all of our age groups

differentiated between rotational and linear motions by virtue of the fact that

they apply the appropriate frame of reference when answering questions

about speed. Our next analyses address the questions of (a) whether the

children realized that they were altering their frame of reference as a function

of item type; and (b) showed any ability to transform their assessments of

linear speed into rotational speed or vice versa. The pertinent data come

from that part of the in'erview where we asked the participants to determine

which of two motions is faster, where one was linear and the other

rotational. After they answered this question, they were asked to justify

their answer. In order to be brief, I'll present the results from analyses of

Ss justifications for the ant and mixer pair of items. Results were similar

for other comparisons.

To illustrate this part of the interview, I'll translate one paragraph of

an interview with a university student.
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E: What do you think is faster, an ant or a mixer?

S: There is no...they are different speeds.

E: Is it impossible to compare?

S: What do you mean?

E: Is there no way to know what is faster?

S: No, I..

E: Try to find a way.

S: Visually, the mixer shows more speed. But there is no

connection between the speeds.

E: Try to make up an objective criterion that will enable to compare.

S: It is possible to put something on the end of a beater ... I don't

care what... a red dot and to see what distance it traces in a

certain time, and to se: what is the distance that an ant covers in
the same time.

The responses provided by the children were classified into six

separate categories:

1) Visualizations : these responses refer to "mere seeing".

Example: I can see that the mixer is faster.

2) Source of power: The child provides a physical

mechanism to explain why one of the objects is faster.

Example: the mixer has electricity, so it must be faster.

3) No coordination: The child uses two different criteria for

each of the items and makes no effort to coordinate these.

Example: The mixer is faster, since it can beat ten eggs and

the ant can only walk.

4) Absence of common measuring frame: The child
describes the two speeds in terms of distance per time, but

fails to find a ccmmon measurement frame. Example: The

mixer is faster since it finishes 10 circles when the ant covers

only 6 centimeters.

5) Rotational transformation: The l'near item type, e.g. the
ant, is placed in a rotational context , e.g gi....ig around in

circles,. The comparison between the linear and rotational

item the takes place within a rotational framework. e.g:
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how long it takes an ant and a mixer to complete a circle or

how many circles each completes in a given time.

(6) Linear transformation: In this case the rotatior.al item

type, e.g. the mixer, is placed in a linear context, e.g., The

distance covered by the mixer is imagined as stretched out,

and a comparison is drawn between the time taken by the ant

and the mixer to cover the same distance. Alternatively, the

comparison is drawn between the distances they cover in the

same time.

(7) Other

The following table presents the number of children in each age group

who used the different explanation categories.

Table 2:

Response
Category

Number of Children in Each Age Group Who
Used Each of the Explanation Categories to

Compare the Speed of Linear and Rotational
Items

Visualization

Source of power

No coordination

Absent M. Frame

Rotational transformation

Linear transformation

Other

GRADE

3rd 5th 7th 9th Univ. Total
Grd. Grd. Grd. Gra. stud.

18 13 9 1 2 43

11 6 5 1 0 23

2 3 2 5 3 15

4 4 4 3 2 17

2 2 7 9 11 31

1 10 10 21 22 64

2 2 3 0 0 7

63

Three findings stand out in this table:

a) An effort to coordinate the two frameworks ( by performing

either linear or rotational transformation on an item)

increases systematically with age, and becomes the

predominant response by the 7th grade. Half of the children

in this grade provide either linear or rotational coordination.

b) Linear transformations occurred more frequently than the

rotational ones.

c) The tendency to compare the two motions without considering

the need to do some transformation, occurred rarely. In

those cases where the child was unable to coordinate the

motions, she relied on less formal response modes, e.g.

visualization.

What can we say about the conception or misconception of

speed?

Our final conclusions are:

a) By at least the age of 10, children have a core concept of

speed. This concept is concerned with the relation of output

to time and captures the fact that different dimensions can

serve as the appropriate output. In linear motions, the

appropriate output is typically distance. In rotational

motions, it is typically the number of rotations. In discrete

motions it may be rate.

b) From the same age on, children are aware that the different

kinds of speed cannot be compared unless at least one is

transformed. The knowledge how to proceed with the

transformation comes later, emerging only in the 7th grade.

c) The tendency to take linear speed as the common frame of

reference, is more dominant than is the tendency to view

rotational speed as the common frame of reference. The

more dominant status of the linear framework could be due

to at least two factors: First, although every rotational speed

has a linear component, the opposite is not true. Second, for

years after year school children encounter speed defined

r 6 'I ,t
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within nothing but a linear framework. Together these

factors may serve to make the linear frame of reference

psychologically privileged.

d) In general: to say something is privileged is not to say that it

is unique. In particular, the fact that children assign linear

a somewhat privileged status does not mean mat they

cannot work with rotational speed. Nor c s it mean that

they cannot adjust their frame of reference. Given the

writings of those who study children's concepts of speed, I

might have to conclude that the children are inner able to be

relativists than are the adults who study them.
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CONTEMPORARY COSMOLOGICAL BELIEFS

Alan P. Lightman, Har.Ard-Smithsonian Center for Astrophysics

Jon D. Miller, Public Opinion Laboratory, Northe Illinois University

Bonnie J. Lea,ibeater, Department of Psychology, Barnard College

Introduction

Observations of the spectra and distances of galaxies by Vesto Slipher,

Edwin Hubble and others during the years 1915-1930 showed for the first

time that the universe is expanding, with all the galaxies moving away

from each other'. Measurements of the rate of expansion and other con-

siderations have led astronomers to conclude that the universe began ex-

panding from a highly d nse state, called the Big Bang, about 10-15 billion

years ago. These conclusions are now almost .iversally accepted by as-

tronomers and physicists.

While the work of Slipher and Hubble had to await modern telescopes

and instruments, theories of cosmology have been invented by human Cu;

tures through the ages2. Cosmological speculations have evolved from

myths like the Babylonian Enwna Elish, which used highly anthropomor-

eiG

phic analogies and imagery, to physical models, which applied whatever

scientific arguments were available at (.1,1 time. Regardless of scientific

content, however, all cos.aologies are human world views and thus partly

mirror the religious, psychological, and philosophical preconceptions of

their authors. For example, Isaac Newton, whose own theory of gravity

naturally suggested a universe in motion, equated space to the "eternal, in-

finite, absolutely perfect" body of God3'4, implied in lus ()pricks that God

prevented the stars from falling togethers, and prese,,zed a rational but

faulty argument to the theologian Richard Bentley as to why the universe

had to be static8.

Gerald Holton has emphasized that scientific theories through history

have been partly motivated b- a small number of ideas and counter ideas

that operate outside the domair of empirical or analytical 0.vidence7. One

of these pairs of ideas and counter ideas (called themata and antithemata

by Holton) is constancy versus change. Using this dichotomy, we can

divide cosmological theories into two classes: static and nonstatic. In the

first class, the universe is imagined to be unchanging and eternal. In the

second, the universe evolves and changes in time. Aristotle's cosmology8,

with its fixed and ageless heavenly spheres, is of the first class. Lucretius'

cosmology9, with its happenstance swirling of atoms, continually forming

and unforming structures, is of the second. In historical paper- on cosmol-

ogy, constancy and change were often associated with order and disorder,

respectively. A changing or unbalanced universe was frequently viewed as

617
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a universe headed toward disorder. For example, Immanuel Kant, in his

"Universal Natural History and Theory of the Heavens" (1755), saw the

universe as governed by "a single law, with an eternal and perfect order"

and argued that the gravitational attraction acting on the fixeri stars of u.e.

Milky Way "would draw them out of their positions and bury the world

in an inevitable impending chaos, unless the regularly distributed forces

of rotation formed a counterpoise or equilibrium with attraction ... and

mutually produced the foundation of the systematic constitution "10. The

concept of a static cosmology has had a strong grip on modern scientists.

Albert Einstein assumed a static universe in his 1917 theoretical paper on

cosmology" and found a static solution to his cosmological equations. A

few years later, he resisted serious consideration of Alexander Friedmann's

time-evolving solutions to his (Einstein's) own cosmologial er ions12,13

and acknowledged the relevance of such solutions only aftw .ne defini-

tive observations of Hubble in 1929. As recently as 1948, astror;hysicists

Hermann Bondi, Thomas Gold, and Fred Hoyle proposed a non-evolving

model of the univers called the Steady State Mode114,15, in which all

changes arising from the outward motion of galaxies are exactly cancelled

by the creation of new galaxies.

We hypothesize that static cosmologies partly reflect the deep human

desires for order, constancy, stability, and control, all of which have been

noted by anthropologists and psychologists"-18. If so, then these asso-

ciations might be revealed in the cosmological beliefs of contemporary
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society. To begin an exploration of this hypothesis, we undertook two

studies. One study was a national survey of adults and contained a series

of multiple choice questions about cosmological beliefs and he reasons

for those beliefs. The other study posed an open-ended essay question to

high-school students, asking their reactions to an expanding universe. The

psychological associations of adolescents are particularly interesting, since

these young people are in the process of forming their belief systems.

For perspective; the national survey contained a few general astronom-

ical questions not directly related to cosmology. We summarize some of

these results also. As well as we can determine, our study is the first large

national survey of astronomical knowledge in the general public19, and

our results should help extend the understanding of scientific literacy into

this area. Scientific literacy must certainly be taken into account in the

study of the psychological motives underlying cosmological beliefs. The

nonstatic nature of the universe is now considered an established scientific

fact, and some portion of the general public has been exposed to this fact.

The National Survey of Adults

Our national survey was conducted by telephone by the the Public

Opinion Laboratory at Northern Illinois University, in late June and early

July, 198620. A total of 1120 adults aged 18 and over participated in
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interviews that averaged 20 minutes in length. Questions Q2-Q13 are

given in 'fables 1-6, Question Q1, omitted in the tables for brevity,

was: "Would you say that the Sun is a planet, a star, or something else?"

Astronomical Literacy

We consider first the issue of astronomical literacy. Fifty-five per .ent

of people correctly identified the sun as a star; 25% said it was a planet;

15% said it was something else, and 5% tither said they didn't know or

refused to answer. In contrast, only 24% of American adults correctly

responded that the universe is increasing in sile (Table 1). Evidently, the

expansion of the universe is a fact not nearly so well known as other

basic astronomical facts. (Even among people with graduate degrees, only

43% correctly answered Q2.) Since the aggregate figure of 24% includes

people who guessed their response, a better estimate of the fraction of

people actually informed of the expansion of the universe is 19%, which

includes only people who gave the right response to Q2 and ba' 'd their

response on scientific findings they had heard about (Q3, table 2). We

note that neither the nature of the sun nor the expansion of the universe

are facts widely known by the general public.

To search for possible associations between astronomical knowledge

and age (A), gender (G), education (E), and membership in a church or

620

religious organization (C), we performed a number of logit analyses21,22.

Such analyses take into account the mutual associations between A, G, E,

and C when looking for the individual effects of these variables on the

response to Q1 (or Q2). We will report a detailed description of these

analyses elsewhere. The main results are that correct understandings of

the nature of the sun and of the expansion of the universe are both sig-

nificantly associated with age, gender, and education. Younger people,

males, and more educated people are more knowledgable in these areas

then older people, females, and less educated people resnectively. These

trends are in qualitative agreement with previous studies of scientific in-

terest and knowledge in the general public23,24. An understanding of the

expanding nature of the universe is also significantly associated with mem-

bership in a church or religious organization, with non-church members

more knowledgable than church members. There is no evidence for this

religious association with a correct understanding of the nature of the sun.

Our interpretation of this last result is that an individual's religious beliefs

have more u.fluence on his cosmological concerns than on his general

astronomical concepts.

Reasons for Cosmological Beliefs

We turn now from the issue of scientific literacy to the possible osycho-
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logical, philosophical, and religious factors associated with cosmological

beliefs. The above results already suggest a possible role of religious fac-

tors in cosmological beliefs. Question Q3 (table 2) allowed us to identify

the subset of respondents whose cosmological beliefs were based on their

personal view, rather than on knowledge of scientific findings. As shown

in table 3, 75% of these respondents believe that the universe is constant

in size. In ..he absence of knowledge, most people believe in a constant

universe. Furthermore, the associations between cosmological knowledge

and ag.:, gender, and education found for the full set of respondents fall

below a significant level for this subset of respondents. The only asso-

ciation that remains significant is that between Q2 and membership in a

church or religious group, and this association is not highly significant. We

conclude that while the likelihood of being informed about the expansion

of the universe is much increased for younger people, males, and bet...:.

educated people, the belief in a constant universe is independent of these

factors for people whose belief comes from personal opinion.

Table 4 gives the respondents' own acknowledgment of the factors de-

termining their personal view on change in the size of the universe. These

four possible factors were not presented as mutually exclusive, and, on

the average, each respondent acknowledged about two of them. As can

be seen, the most popular factor was a respondent's own observations.

The visible night sky certainly appears motionless, and this observation is

clearly a strong motivating factor underlying the belief in a static universe.
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However, personal preference was acknowledged as a factor by over h tlf

of the respondents. Additional insight into the reasons underlying the be-

lief in a static universe comes from an open-ended pilot survey of about 60

adults in the Boston area. For the adults who said they believed in a con-

stant (s:atic) universe, the reasons given included the following: "learned

in school," " religious views, the universe stays the same always," "basic

energy principles," "seems like it," "absolute guess," "read it somewhere,"

"a feeling," "newpapers, meditations on life," "just my belief," "because

the heavens are endless, so they can't change," "it always stays the same,

God made it all at once," "taught in Sunday school." These comments

confirm that religious views underly some people's belief in a static uni-

verse.

Table 5 gives the fraction of respondents reporting that they would be

troubled to learn of a constant universe or troubled to learn of an expand-

ing universe. Significantly more people were troubled by an expancrng

universe than by a constant universe. Table 6 gives the respondents' own

acknowledgement of the reasons they would be troubled by an expand-

ing universe. Note that a large majority acknowledged being troubled by

a possible danger to earth and by some unknown change in the universe.

These two concerns were also prominent in the open-ended student essays,

discussed below
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The Student Essays

To provide a deeper understanding of the associations with a nonstatic

universe, an open-ended essay question was given to 83 high school stu-

dents, in May, 1986. The students were selected from two high schools:

Arlington High School in Arlington, Massachusetts, a suburban community

bordering Cambridge; and Old Saybrook High School in Old Saybrook,

Connecticut, a small town about 40 miles from New Haven. Although both

of these schools are public, middle-class schools, their location suggests

that the students might have a better than average knowledge of astronomy.

The students in the sample were divided about equally between boys and

girls, ranging in age from 14-18. The essays were administered in En-

glish classes during regular school hours. The students were asked: "If

astronomers learned that the tui.verse is increasing in size, with all the

galaxies moving away from each other, how would this make you feel?"

and invited to put their thoughts on paper. No further words were spoken

until after the essays were collected. Essays ranged from a few words to

150 words.

The essays were independe..tly analyzed by two of us (AL and BL),

in a manner described in this pararaph. First, we read through the essays

and, without mentioning particular essays, agreed upon a set of 7 content

categories that encompassed all of the ideas expressed. Next, we each
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independently assigned content categories to each essay. An essay could

be assigned as many content categories as fit, and every essay was assigned

at least one category. The smallest number of categories assigned to

any essay was one and the largest was three.) We then compared our

assignments. One of us made a total of 113 assignments and the other a

total of 106 assignments, for a grand total of 219 assignments. There were

182 overlaps, or 83%. By comparison, if the assignments had been done

randomly (given that each of us, on average, assigned 1.3 categories per

essay and there were 7 possible categories). the fractional overlap would

have been 1.3/7=19%. Satisfied with our ability to categorize essays in a

reliable way, we then discussed the disagreements in category assignments

and arrived at a final list of assignments. Table 7 gives the 7 content

categories, the fraction of essays mentioning ideas in each category, and

some representative quotes. An essay was placed into category 6 only if it

.ntioned some specific form of impending disaster, if it only expressed

a vague fear or insecurity, it was placed into category 5. An essay placed

into category 7 could not be placed in any other categories.

We row consider the results, shown in table '7. Categories F and 3

represent a positive reaction to an expanding universe. Nineteen essays,

or 23%, fit into one or both of categories 1 and 3.

The strength of response in category 2 surprised us. Evidently, high

school students today are so conscious of space travel, space exploration,
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and the possibility of extraterrestrial life that any issue relating to space

and the universe may bring up these associations. We feel that this result

reflects the fairly recent exploration of space by human beings. It is hard

to imagine such a response 30 years ago, before Sputnik and the beginning

of the space age.

Categories 4, 5, and 6 reveal negative psychological associations with

the expansion of the universe. Thirty-six essays, or 43%, fit into one or

more of these categories. This is a substantially larger fraction than the

19% of adults who reported that they would be troubled to learn of an

expanding universe (see tables 5 and 6), probably because the students

were asked to reflect on their feelings in an open-ended essay while the

adults were only allowed a yes or no response. Categories 5 and 6, which

may be more closely related than category 4, express fears of unknown

change, loss of control, and possible destruction and death. Twenty-one

essays, or 25%, fit into one or both of categories 5 and 6. Aside from the

numbers, the students' detailed comments and own choices of words give

insight into what disturbs people about a changing universe.

Finally, we note that religious ideas were not mentioned in the student

essays, in contrast to the definite religious associations in the adult survey.

We offer several possible causes of this discrepancy, none of which are

mutually exclusive. One possibility is simply the difference in formats of

the two studies. The students were not asked explicitly to comment on
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a possible religious component to their feelings, nor were their responses

tested against their church membership. Another possibility is a cohort

effect, like that mentioned in regard to category 2. I..; understanding of

religion today, and its relationships to science and world view, is different

from what it was even as recently as 25 years ago. Cosmological questions

today lie less in the religious domain and more in the scientific domain

than they did in the past. In a classroom discussion with the 18 students

from Arlington High School after the essay was handed in, most of the

students made a clear distinction between their view of a spiritual heaven,

where souls went after death, and the physical heaven, in which galaxies

were located and moved about. Another possibility, which we consider

less likely, is an aging effect. With age, each individual may increasingly

incorporate religious notions into his or her world view. One or both of

these last two possibilities is somewhat supported by results from the adult

survey, where it was found that the fraction of church members basing their

response to Q2 on religious beliefs (Q4 in table 4) increased with age of

the respondent. (In a dichotomized test, 30% of younger church members

bases their response on religious belief and 39% of older church members

did, with a confidence of 95% in the significance of this difference.)

Conclusions and Prospects
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In a national survey of American adults, 55% correctly identified the

sun as a star, and 24% correctly responded that the universe is expanding.

This astronomical knowledge is strongly associated with age, gender, and

education, supporting and extending previous studies of scientific literacy.

Younger people, males, and better educated people are more knowledgable

in the area of astronomy. We have ato found that members of a church or

religious group are less knowledgable in specifically cosmological areas.

Education by itself, although clearly important, is not the most critical fac-

tor in astronomical literacy. Age has the highest association with a correct

understanding of the nature of the sun; gender has the highest associatic:.

with knowledge of the expansion of the universe. The greater scientific

knowledge of youtigei people suggests that pre-collegiate tc hing of as-

tronomy has improved over the last several decades, partictJarly in the

comprehension of the universe as a whole. The in,: Dztance of gender and

church membership suggests that astronomical racy is entwined with

social institutions and values, as well as with education. The. -esults

have implications for science education.

A majority of people believe that L._ universe is constant in size,

incl ding 75% of respondents basing their belief on personal opinion.

Nineteen per cent of the adults in a multiple choice survey and 43% of the

students in an open ended essay expressed negative emotional reactions to

the discovery of an expanding universe. These reactions included fear of

unknown change, fear of loss of control, a sense of helplessness, feelings e
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insignificance, and concern over immediate danger to earth and possible

death. We speculate that some of these factors may partly explain the

historical attraction of a static and stable universe. In this regard, it is

significant that increased education does not diminish the prevalence of

belief in a static universe among uninformed people, who might be likened

to people living before the discovery of the expansion of the universe.

We encourage additional studies to test our results and conclusions,

particularly those that might be sensitive to the form of the questions. Fu-

ture work on the role of emotional :actors underlying cosmological belief

might include extended interviews with individuals and include surveys

in celer countries, to explore possible cultural factors. In such studies, it

would be valuable to include scientists as well as nonscientists. .or scien-

tists, however, i might be ha.c1P. t

have been buried under the

ch the eiti nional level, which may

_ acquired knowledge and scientific

tradition. Our work here has concentrated on a specific sciendfic ques-

tion - the static versus nonstatic character c,1 the universe - because of its

historical importance and its identification with the basic human conflicts

between change and constancy and between order and disorder. Further

psychological studies of related scientific questions may increase our un-

derstanding of the psychological and social environment in which science

is done.
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Notes

1. A good history of modern work in cosmology, leading to the d4scov-

ery of the expansion of ch( universe, is J.D. North, Measure f the

Universe (Oxford: Oxford University Press, 1965).

2. An historical selection of original papers on cosmology, from Baby-

lonian times to the present, is in M. K. Muritz ed., Theories of the

Universe (New York: The Free Press, 1957).

3. The quotation is , .n Isaac Newton, Principia (second edition, Cam-

bridge, 1713), General Scholium, Book III, trans. in Sir Isaac New-

ton's Principia (Berkeley: University of California Press, 1962), vol.

2., pg. 544.
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4. E. A. Bunt, The Metaphysical Foundations of Modern Science (New

YOrk: Doubleday, 1954), chapt. VII.

5. Isaac Newton, Opticks (New York: Dover, 1952), pg. 369.

6. New -n's first letter to Richard Bentley, Dec. 10, 1692 in Opera

Omnia, IV, 429; reprinted in Theories of the Universe, op. cit., 211-

212.

7. G. Holton, Thematic Origins of Scietialic Thought: Kepler to Einstein

(Cambridge MA: Harvard University Press, 1973), intro. and chapt.

1.

8. Aristotle, De Cae!o (On the Heavers), trans. W. K. C. Guthrie (Cam-

bridge MA: Harvard University Press, 1971).

9. Lucretius, De Rerum Natura, trans. W. H. D. Rouse and M. F. Smith,

in the Loeb Classical Library Cambridge MA: Harvard University

Press, 1982).

10. I. Kal..t, Universal Natural History and Theory of the Heaves (1755),

trans. W. Hastie Kant' s Cosmogony (Glasgow, 1900); reprinted in part

in Theories of the Universe, op. cit., pp. 231-249. The quotations are

taken from pages 238 alud 239 of the latter referenr

11. A. Einstein, Sitzungsberichte der Preussischen Aka,' d. Wissenschaften

(1917), p. 142; trans. W. Perrett and G. B. Jeffery in The Principle

of Relativity (New York: Dover, 1952), pp. 177-188.
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12. A. Friedmann, Zeit. Phys., 10, 377 (1922).

13. Einstein published two replies to Friedmann's paper. In the first, Zeit.

Phys., 11, 326 (1922), Einstein claimed that Friedmann's paper had

made an error and that it actually mathematim.y proved that the cos-

mological solutions had to be static. In the second reply, Zeit. Phys.,

16, 228 (1923), Einstein acknowledged that he (Einstein) was mis-

taken in thinking that Friedmann had made an error and that Fried-

mann's work presented a correct alternative to Einstein's own ear-

lier static cosmological model. However, in the hand-written draft to

this second reply (The Collected Papers of Albert Einstein, Boston

University, document 1-026) is a crossed-out sentence fragment say-

ing that, to Friecronn's time-dependent solution of the cosmological

equations, "a physical significance may hardly be ascribed." ("denea

eine physikalische Bedeutung kaum zuzuschrerben sein durfte.") This

quotation is reprinted with the permission of Hebrew University of

Jerusalem, Israel.

14. H. Bondi and T. Gold, Mon. Not. Roy. Astron. Soc., 108, 252 (1948)

15. F. Hoyle, Mon. Not. Roy. Astron, Soc., 108, 372 (1948).

16. J. 0. Frazer discusses the various ways that human cultures have ex-

pressed the desire for control - from primitive magic to religion to sci-

ence - in The Golden Bough (1390); reprinted in (New York: Avenel

Books, 1981), chapter 1.

r.)%.,11,(4,

17. Theories of the tension between constancy and change have been fund-

mental to psychological explanations of the human experience. Sig-

mund Fre.ad describes his "principle of constancy," which later became

his "pleasure principle," as "the effort to reduce, to keep constant or to

remove internal tension due to stimulation" Beyond the Pleasure Prin-

ciple (1920), trans. in (New York: W. W. Norton, 1961), p. 49. On

page 2 of the same work, Freud quotes G. T. Fechner, saying "every

psycho-physical motion arising above the threshold of consciousness

is attended by pleasure in propoprtion as ... it approximates complete

stability."

18. According to the developmental psychologist J. Piaget, a tendendey to-

ward a state of mental equilibrium operates from infancy to adulthood.

See The Origins of Intelligence (New York: International Universities

Press, 1952), pgs. 5-6.

19. We have searched the indices of all surveys done by the Harris and

Gallup organizations, including The Gallup Poll. Public Opinio4,

193f, by G. H. Gallup (New York: Random House, 1972) and

indi -al annual volumes from 1972 to the present of The Gallup

Poll: Public Opinion by G. H. Gallup (Willmingtnn: Scholarly Re-

sources Inc.). No questions have been asked on the physical nature of

the solar system or universe, although questions have been asked on

UFOs and on the likelihood of extratenrc -jai life.
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20. The POL sample frame chooses persons drawn randomly from 150

primary geographical sampling units, which include the 33 largest

metropolitan areas in the United States and 117 counties. Forty-two

states are represented.

21. L. Goodman Analyzing Qualitativ,ICategorical Data: Log-Linear Mod-

els and Latent Structure Analysis (Cambridge MA: Abt Books, 1978).

22. S. Fienberg The Analysis of Cross-Classified Categorical Data (Cam-

bridge MA: MIT press, 1980).

23. J. D. Miller, The American People and Science Policy (New York:

Pergamon Press, 1983)

24. Daedalus, 112:2 (1983).

Table I. Belief in constant versus changing size of =verse.

Q2: "Do you think the Universe is getting bigger in size. getting smaller in size, or

remaining the same in size?"

Bigger Same Smaller Don't know/
No Answer

N

All U.S. adults 24% 59% 10% 7% 1120

Gender
Female 18 63 12 7 636

Male 37 50 7 6 484

Lige
LT 35 32 55 9 4 394

35.54 28 57 10 5 428

GT 54 16 60 12 12 298

Education
LT HS 17 59 10 14 118

HS 21 62 11 6 577

AA 29 61 8 2 87

BA 24 50 9 7 21!

Grad 43 43 10 4 127

Member of church
or religious group

Yes 21 63 10 6 748

No 37 46 9 8 372

For this row, and only this row, percentages were weighted in accordance with
national demographics in age, gender, education and race.



Table 2. Basis for belief in sire of universe.

Q3: "Is your answer to the previous question based mainly on scientific findings you've
read or heard about, or on your personal view?"

Scientific Personal Don't know/
No Answer

N

AU U.S. adults 35% 59% 6% 1120

Sandra
Female 30 64 6 636
Male 50 45 5 484

Age
LT 35 37 60 3 394
35-54 43 52 5 428
GT 54 34 56 10 298

Edstgatina
LT HS 27 59 14 118
HS 35 61 4 577
AA 28 68 4 87
BA 46 47 7 211
Grad 61 36 3 127

Meeker of church
or religious group

Yes 37 58 5 748
No 42 52 6 372

See Table 1.

6.16

Table g Personal belief about size of universe.

"Do you think the Universe is getting bigger in size, getting smaller in size, or remaining
the same in size?" (tabulated just for respondents answering "personal view" to Q3)

Bigger Same Smaller Don't know/
No Answer

N

All respondents 12% 75% 11% 2% 626

Gender
Female 9 77 12 2 406
Male 15 73 8 4 220

Age
LT 35 13 75 11 1 235
35-54 14 75 10 1 224
GT 54 8 76 11 5 167

Education
LT HS 17 70 9 4 70
HS 11 76 11 2 353
AA 15 'b 10 0 59
BA 8 76 13 3 99
Grad 9 80 11 0 45

Member of church
or religious group

Yes 9 78 10 3 434
No 18 69 11 2 .92

6 5 "/`1. i
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Table 4: Basis for personal view on change in size of universe.

(Asked only to people answering "personal view" to Q3)

Q4: "Is your personal view based on your religious beliefs?"
Q5: "Is your personal view based ot. your own observations?"
Q6: "Is your personal view based on what you would like to think?"
Q7: "Is your personal view based on just a guess"

(Can answer yes to more than one.)

Religious Beliefs Own
observations

Would like
to think

Guess N

All U.S. adults 31% 79% 53% 59% 626

Gender
Female 27 77 53 59 406

Male 26 81 47 55 220

Age
LT 35 24 78 47 56 235

35-54 25 76 52 61 224

GT 54 32 81 55 55 167

Education
LT HS 46 81 61 63 70
HS 26 80 50 58 353
AA 27 83 59 51 59

BA 20 75 47 60 99

Grad 13 64 42 56 45

Member of church
or religious group

Yes 35 79 52 55 434

No 9 78 48 64 192

See Table 1.

6 1 8

Table S. Likelihood of being troubled by constant versus expanding universe.

Q8: "If astronomers dncovered that the I ruverse is constant in size, would this trouble
you?"

Q9: "If astronomers discovered that the universe is expanding, with all the galaxies mov-
ing away from each other, would this trouble you?"

Troubled by
Constant Universe

Troubled by
Expanding Universe

N

All U.S. adults 7% 19% 1120

Gender
Female 6 21 636
Male 7 15 484

Age
LT 35 7 16 394
35-54 5 19 428
GT 54 7 21 298

Education
LT HS 14 26 118
HS 5 20 577
AA 7 22 87
BA 5 11 211
Grad 8 15 127

Member of church
.., religious group

Yes 6 20 748
No 7 15 372

See Table 1.

Table 6 Basis for being troubled by expanding universe

(Asked only to people answering yes to Q9)
Q10: "Would you be troubled because there might be danger to the Earth?"
Q11: "Would you be troubled because the Universe would not be peaceful?"
Q12: "Would you be troubled because the Universe would be changing in an unknown way?"
Q13: "Would you be troubled because God's creation would be coming undone?"

(Can answer yes to more than one.)

Danger to
Earth

Unpeacefulness Unknown God's creation N
change undone

All U.S. adults' 92% 59%

See Table I.

6' 9

92% 55% 1J5



Table 7. Content analysis of student essays on feelings about an expanding universe

"If astronomers learned that the universe is increasing in size, with all the galaxies moving
away from each other, how would this make you feel"

Category 1: Expression of intellectual curiosity about the universe, with no negative
feelings (Fraction of essays in this category: 14%)

Repre..entative quotes:

"I'd feel that we were increasir.g our knowledge and technology." (essay 35)

Category 2: Concern over the increased dace.), of exploration of the universe, space
travel, or communication with extraterrestrial lire (20%)

"I really wouldn't want the galaxies to move farther away from each other. I feel that
there is so much out there to discover. If the galaxies kept moving it would be harder to
get to them, end explore." (essay 8) "If the galaxies moved farther apart then it would
be more diffict.lt to study them and learn if there is life in them." (essay 61)

Category 3: Fantasy of solving some problem on earth by the new discovery (12%)

"I feel that it would be great because then we'd have more room. Cities wouldn't be
so dense and there wouldn't be such a heavy population." (essay 33)

Category_4: Personal feelings o. insignificance, smallness, loneliness, or isolation (19%)

"If I learned that the galaxy was increasing, this would probably make me feel very
small and unimportant, even more than I feel already... If the universe gets bigger, it
will make us seem smaller, and this would probably be hard on us, because we are used
'o thinking that we are the most important things in the whole galaxy." (essay 2) "It
would make me feel very small and unimportant" (essay 5) "It would make me feel
weird because ... it would just not be a galaxy anymore with planets or anything around
us anymore and it would feel that the earth is alone and no one is around us anymore."
(essay 26) "The earth and earth people would become continuously less important in the

Universe. We would serve a smaller purpose, if we are sure we have a purpose now."
(essay 38)

Category 5: Vague feelings of insecurity and anxiety associated with unknown change
or lack of control (i8%)

"It makes me feel a sense of impermanence about the universe." (essay 4) "Scared."
(essay 10) "It is quite frightening to think that the universe is increasing in size." (essay
18) "It would worry me because of the unknown change to me." (essay 68) "...it's a
feeling that it's gonna happen anyway and can't be controlled t, anyone. People in the
world think they have control over everything and this would be c shock." (essay 82) "It
sends chills up my spine to think about the whole thing, and whatever is happening or
going to happen to the universe is inevitable." (essay 13)

ateggak: Fantasy of a scenario or catastrophic event leading to the end of the earthor
solar system (10%)

"I feel that if the universe was growing in size, and the galaxies were moving apart,
that c_...1d only go on for so long and then something would explode or destruct. It
seems like every major movement of the universe has a negative reaction- like the sun
eventually burning out and the gamma rays hitting the earth." (essay 1) " ... the sun
would probably move farther away and we would probably die." (essay 20) "I would feel
a little nervous because it could be from gases and may cause the world to blow up. It
just wouldn't be comforting to me." (essay 68) "I just hope it's still around for many
years to come, and that by increasing in size it will not break apart." (essay 27) "This
would make me feel helpless because if we drift away from the sun, then there will be
no life on earth." (essay 54)

Caltg0CLZ: Lack of concern, lack of response, or feeling that there would be no effect
(31%)

"I wouldn't really care, it would never affect me." (essay 42) "I probably wouldn't
feel anything because I don't know enough about the universe." (essay 44) "It really
."ouldn't matter to me ... I live here on earth and that's all that I'm concerned about."
(essay 34) "If I found out that the galaxies were moving away from each other and
expanding, I probably wouldn't worry. Hey, McDonalds had to expand, and so did
Wendys, eventually, so it probably wouldn't phase me." (essay 81)
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TERTIARY PHYSICS: A CASE STUDY IN STUDENTS'

CONCEPTIONS OF SOUND

Cedric J Linder

The University of British Columbia.

1. INTRODUCTION

The conceptual proL ems which "trtiary physics
students typi,.ally encounter cam.. S both complex and
daunting. These conceptual problems aim often
compounded ty sets of implicit, and occasionally
explicit, pedagogical assumptions predominant in many
tertiary physics teaching envirinments. Interviews
with recent physics gr.duates in a teacher education
programme esented an insigh into some of the
conceptual prblems which are associated with the
teaching of Lund at the introductory level.
Transcrip from these interviews are used to present
a ca e that many conceptiwa problems are associated
with pedagogical assumptions which appear to have
their roots in what many science educators consider
to be an inappropriate philosophical perspective - a
perspective based a commitment to metaphysical
realise.

2. AN EPISTEMOLOGICAL BASE TO PEDAGOGICAL
ASSUMPTIONS: Metaphysical Realism.

The dominant view of the nature of science which has
permeated with uncanny consistency through all major
universities in the western world is one or another
form of philosophical empiricism /positivism - this
has been true for most of this century (Finley, 1983;
Gauld, 1982; Glasersfeld, 1984; Hodson, 1985;
Marquit, 1978; Mulkey, 1979; Norris, 1984; Otero,
1985; Schon, 1983). in order to appreciate why this
philosophical view is considered by many science
educators to be inappropriate (for example, see
Finlay, 1983; Gauld, 1982; Helm, 1983; Hodson, 1985;
Holton, 1979; Merguit, 1978; Norris, 1984; Otero,
1985) the main epistemological theme of
empiricism/positivism needs to be examined.

Although there are many shades of epistemology under
the :Danner of philosophical empiricism/positivism it
is possible to "discuss the main tbeme without going
into the dt.,1ils of variations and still provide a
useful analysis" (Nersess: . 1984, p. 5). A lselui
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way of viewing the basic scientific meaning/truth/
epistemological theme pertaining to thr empiricist/
positivist umbrella is to describe it a
"metaphysical realism" (Glasersfeld, 1984; Putnam-
1981). A metaphysical realist is a person who is
cenmited to an epistemology where knowledge is a
one-to-one mapping (accurate reflection) of nature's
independent reality which exists in our "objective
world"; something is "true" "only if it corresponds
to an independent 'objective' reality' (Glasersfeld,
1984, p. 20).

3. EDUCATIONAL PROBLEMS ASSOCIATED WITH METAPHYSICAL
REALISH.

how the question arises: Why should metaphysical
realism's epistemological themes present a problem
for physics education at the tertiary level? The
answer is framed from a constructivist perspective.
Recent research (for example, see Driver and Bell,
1986; Erickson, 1984; Fensham 1983; Novak and Cowin,
1984; Pope and Keen, 1981; Pope and Gilbert 1983) has
indicated "let many of the conceptual problems which
physics students encounter may have their foundation
in teaching chich fails to take any significant
account of the prior knowledge, intuitions, beliefs
and understandings that the students invariably bring
with them to the instructional setting. Essentially
tnere a lack of cognizance that "meaningful
learning" (Novak and Cowin, 1984) involves a process
whereby individuals construct their own meanings in
an effort to make sense of their experiences and the
information that they receive. (For a discussion
on a constructivist view of learning see Erickson,
1987).

Metaphysical realism inherently dornpleys any
persoal subjective contributions to science, in
attitude, historically, and epistemologically. For
example, in his criticism, Marquit (1978)
wrote:

The emphasis whi modern empiricists place on
the logical structure of scientific knowledge
has greatly reduced the dependence of modern
sciences on ... speculative and intuitive
methods ... to undervalue the contributions of
conscious mental or theoretical activity to the
process of acquiring an understanding of the
physical world. (p. 785)

This pervasive "undervaluing 02 theoretical activity"
in physics is described by Einstein (1973) as

C .1 3



follows:

If you want to find tict anything from the
theoretical physicists about the methods tey
use, I advise you to stick closely to one
principle: don't listen to their words, fix your
attention on their deeds. To him who is a
discoverer in this field, the products of his
imagination appear so necesaary and natural that
he regards them, and would like to have them
regArded by others, not as creations of thought
but as given realities. (p. 264)

When philosophical perspectives in te: thing
effectively dismiss knowleege and understanding as
being constructed by autonomous thinking human beings
(recognising the consequent relativistic nature of
knowledge) it is not surprising to find physics
students who have successfully completed their
undergraduate physics with conceptual understandings
which are in a very real sen.-e "alternate" to the
accepted position of current physics (for example,
-see Faucher, 1983; Helm, 1980; Hewson, 1982; Sjoberg
and Lie, 1981; Villani and Pacca, 1987). These
alternate conceptions are constructed by students
both prior to formal teaching and during the teaching
process - see Driver and Erickson (1983) and Driver
and Oldham :1986).

:pcme physics conceptual problems which appear to have
tneir roots in metaphysical realism will now be
considereo =3,,g students' conceptual understanding
of sound to support the discussion. The
participants in this stuay were students who had
majored in physics and were currently in a teacher
education programme.

3.1 Encouragement to rote-learn facts.

Since metaphysical realism has "truth" corresponding
to an "objective reality" (Glasersfeld, 1984), the
knowledge of "facts" becomes important and the
pedagogical assumption that "the knowledge of facts,
provides an adequate psychological foundation for
concept ler-taing" (Otero, 1985, p. 364) naturally
follows. leaching which gives overriding importance
to "facts" which "match" ontological reality
(Glasersfeld, 1984) has foundationally supported the
Cominant Western teaching perspective termed
"cultural transmission" (see Pope and Gilbert, 1983,
and Pope and Keen, 1981).
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Cultural transmission is a pedagogy which presents
knowledge as "bundles of trths" in a presumed
"logical" order into "tabula rasa" minds - the
metaphorical sponge absorbing knowledge. Knowledge,
as culturally defined, is to be internalised by
younger members of the culture in their educational
apprenticeship (see Benjamin's 1939, classic
"Saber-tooth Curriculum" for an excellent satire of
the process). Cultural transmission is naturally
open to support from the psychological paradigms of
behaviourism and neo-behaviourism. "Facts" and t'oeir
associated conceptual understanding are best learnt
by studying hard and the best stimulus-response
;einforcement for studying hard is provided by
examinations, tests and quizzes (the positive
reinforcement is a goo4 grade and vice versa). In
such a scenario it is likely that, for many students,
introductory physics becomes an ex, timely difficult
subject of laws, formulae and problem solving
lgorithms, all to be "learnt" to pass the fi.al
zamination; a conceptual swampland. Thus it becomes

possible for students with a deficit of appropriate
current physics conceptual understanding to be
successful in examinations by memorizing sufficient
material (for example, see Arons, 1979, 1983;
Dahlgren, 1979; Dahlgren an Marton, 1978; Lin, 1982;
Lundgren, 1977).

If learning is yissed az an activity which primarily
involves "relating what one has encountered
(regardless of source) to one's current concepts"
(Strike, 1983, p. 68) then memorization on its own
cannot contribute to conceptual grow'h (see Driver
and Oldham, 1986; Posner et al, 1982; Hewson, 1981).
For example, consider the following transcript
extracts taken from interviews, with education
post-graduate students who majored in physics, on the
phenomena of sound. The first transcript extract
starts when interviewee "Tom" first began to discuss
sound propagating in a vacuum:

(I = interviewer, R = Tom's response).

I: Are you talking about in a vacuum now?

R: Yes, I'm talking about in a vacuum because, well
it doesn't have to be in a vacuum. (Long pause
and sound of Tom mumbling to himself). So L.
other words I was wrong about my initial idea
about having to have particles to, umm, propagate
sound waves, because sound in a vacuum is
something like 3 times 10 to the 8 whatever ..

m/s. (Long pause). Sound travels slower in air
than it does An a vacuum.
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Then Tom went on to discuss sound travelling from a
vacuum into a medium. The transcripts resumes at
this point:

I: And when light travels from a vacuum fo air is
that the same?

R: No.

I: What is the difference then?

R: (Long pause while Tom appears talks to himself) Oh
yes! It is different because .. in a vacuum the
speed of light is 3 times 10 to the 8 or something
like that and when it goes into air it has to move
particles as well, because I know in water the
spend of light is less. That's why you get
diffraction and things like that.

From his -eplies it appears that when Tom studied
introductory physics he adopted a learning style
based upon memorization which has conceptually left
h,ta with "a mass of logically and psychologically
inconsistent fragments" (Dahlgren and Marton, 1973,
p. 34). Tha inconsistent fragments in Tom's
explanation can be clearly seen as he confuses poorly
memorized facts about light and sound. For example,
he recalls that sound propagates at "3 times 10 to
the S or something like that" in a vacuum - an
obvious recall confusion with the speed of light i:
vacuum. In general it appears as if he cannot
conceptually distinguish between light and sound.
Tom is clearly giving the matter a lot of thought and
reflection (perhaps for the first time) and
struggling with the concepts, but his memory is not
good enough for him to consistently structure his
thoughts.

Later on during the interview To again revealed a
learning style based on memorization. The section of
the interview from which the second extract is taken
dealt with how the students conceptualized the sound
wave equation(s; with which they were familiar:

!I = interviewer, R = Tom's reply)

I: What laws govern the propagation of sound? Where
do the equations of sound propagation come from?

R: (Long pauses) Haxnell's equations are
electromagnetic waves so sound is not part of
that. Sound waves are .. they propagate
differently. They always use water waves as an
analogy to sound, um*, its because water waves
require molecules in order to propagate and its
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analogy with sound is that they require molecules
to propagate, they need a medium.

I: What would happen if you had done sound and were
teaching Newton's laws and a student asked you:
"Sir does sound obey Newton's laws?" What would
your answer be? What laws govern thr propagation
of sound?

R: Well I am not sure, I am sure there are analogous
equations to light and sound but sound is
different because it requires a medium. What do
you mean 'y Newton's laws? Do you mean
gravitational laws? <After clarification> ..
Sound obeys Newtonian mechanics, I think they
found, so must 'bey Newton's laws.

Tom's replies seem to imply that he cannot remember
how, or on what principles, the wave equation was
derived but he can remember an analogy, water waves.
A strange analogy si..ce water waves are transverse
in nature, however, the analogy did help Tom to
recall that sound requires a medium f propagation -
something which had confused him earlier.

Helm (1983) pointed out that an understanding o2
physics equations implies the "ability to recognise
the contexts in which those relationships are valid"
(p. 42). Tom displayed ,_nle of this and was
seemingly unsure of what was meant by Newton's laws -
another example of inconsistent conceptual fragments
resulting from rote learning. In his replies Tom
also provided an insight into his view of the process
of physics, "Sound obeys Newtonian mechanics, I
think they found, so it must obey Newton's laws."
Tom appears to have an epistemological commitment
where physics is a set of discovered rules - which he
tried to memorize.

Cultural transmission and exaLinations which reward
or require memorization, illustrate how the tenets of
a philosophical commitment can permeate throughout an
education system. In uriversity physics it is not
that many instructors do not recognise the
shortcomings of the type of examinations used (for
exam).le, see Arons, 1979; 1983), it is just that we
are inextricably bound together by th, common
"cultural transmission" elements of our respective
apprenticeships.
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: 2 Problem solving and conceptual understanding.

Another physics pedagogical assumption which appears
to be based on a commitment to link studying hard to
the generation of conceptual understanding is found
in the area of tutorial problem solving. An
extrapolation of the metalearning commitment to
studying hard usually has introductory students
preoccupied with solving sets of standard tutorial
problems. The link between students successfully
solving sets of standard physics tutorial problems
and their consequent conceptual understanding appears
to be an underlying physics pedagogical assumption
which is very widely held by physics educators (Chi,
Glaser and Rees, 1981; Larkin and Reif, 1979; Larkin,
Mcnermott, Simon and Simon, 1980). For example, Van
Harlingen (1985) offered the following advice to
introductory physics students:

A solid understanding of physics includes the
ability to solve a variety of problems .. your
ability to successfully save problems is one
way that you (and your teachers) can measure
yagransig;:mtangilan. (p. 30, emphasis mine)

However, especially at the introductor: physics
level, the physics problems assigned as homework
tutorials (and which subsequently form a major part
of physics examinations) may he characteristically
described as "stereotyped quantitative examples"
(Gamble, 1986). For example, moss-reference many of
the chapter problems in popular introductory physics
textbooks such as Giancoli (1985!, Halliday and
Resnick (1986), Sears, Ze..e.nsky and Young (1985), and
Weidner (1985).

It is not being advocated that physics tutorial
problems play little or no role in helping students
construct the kind of conceptual :understanding which
is desirable from the physicists perpective, ard
should be abandoned. Certainly problem soli. Jig in
introductory physics has a vital role to play (see
Arons, 1983, 1984a, 1984b). However, it is being
claimed that physics teachers' unilateral linking of
conceptual understanding with the ability to
successfully solve such physics problems is a
doubtful pedagogical assumption.

Hewson (1980, p. 398) has reported that even "hen
different physics students "can solve the same
problems satisfactorily they can have different
conceptions". Confirmation of this was reported by
Reif and Heller (1982) in their research on physics
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problem solving in basic university-level physics.
In this research Reif and Heller also noted that:

.. the cognitive mechanisms needed for
effective scientit,c problem solving are
complex and thus not easily learned from
mere example and practice .. Too little
attention is commonly paid to the organization
of the knowledge acquired by students ..

students are given little help to integrate
their accumulating knowlege into a coherent
strucium facilitating flexible use. %.p. 125,
emrlasis mine)

Writing about student patterns of thinking and
reasoning, Arons (1983, p. 577) wrc , "Without
practice in giving verbal interpretations of
calculations, students take refuge in memorizing
patterns and procedures of calculation." To give
verbal interpretations of calculations a student
needs to create a world of "hand waving physics"
which essentially involves exploring the essence of a
conceptual idea both from within oneself and within
the current physics theories, models and concepts.
Hewson P. and Hewson M. (1984) have noted that
conceptual conflict, a prelude to conceptual change,
requires epistemological commitments to internal
consistency and geniraliLability. The following
transcript extract from the "sou.-.d" interviews
illcstrates a student's lack of such epistemological
commitments and the consequent type of
incompatibility which can exist between a student's
intuition and a lea7nt physics model used for
solving problems. In -1h cases the transcript
indicates that students prefer to rely on their
intuition.

During the "sound" interview the participants were
presented with several tuning forks and encouraged to
"play" with them. The tuning forks' frequencies were
stamped on the forks and this was pointed out to the
students. After the students had "played" with
several forks the interview= picked one up, struck
it to produce a tone, and then asked the subject for
an order of magnitude estimation of the wavelength of
the sound being produced. "John's" reply was typical
of the replies given by all the students interviewed:

(I 2B interviewer, R .s John's reply)

R: Well I would tend to say something like a
iillimetre.

I: O.K. if that's 500 cycles per second (referring
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to the tuning fork in question), approximately,
and we take the speed of sound to be 300 m/s,
what would you galculate the wavelength to be?

R: Umm, cycles per second .. so you take velocity in
m/s divided by wavelength, now its per second.
(John declines the offer of of paper and pe:.cil).
Just trying to work with the dimensions. O.K. so
you take velocity and divide by wa elength,
'cause velocity is frequency times wavelength. So
wavelength is velocity divided by frequency, so
that is 300 m/s divided by 51'0, which is say 0.6,
so it would be 60 cm.

I: O.K., how would you explain that?

R: (Student laughs.; Umm, the formula works. (Msre
laughter.) That is scary ... I now realise my
millimetres was wrong because with something like
a guitar string you can get .. well you don't
really get frequsicies that high but .. you can
certainly get an A 440 .. umm mmm (John
appears puzzled)

R:

Why did you feel that this (referring to tuning
fork in question) was within the millimetre
range?

Umm, I guess I know that it is vibrating very
qL,okly, 500 times per second - you can't see it
really so .. and the mechanism is
molecules, which are tiny.

John's intuition evoke. a millimetre estimation for a
wavelength which was approximately half a metre in
length. John, however, had no trouble correctly
calculating the wavelength. To obtain a correct
answer appeared to be sufficiently importa,: to John
that he reassured himself using dimensional a: .lysis.
Why then did he so spontaneously offer his millimetre
estimation? Why did he not do a quick mental
calculation if he was the least bit uncertain of his
answer? The questions give an indication of the
confidence Joan had in his intuitive model, they also
indicate that John had never correlated his intuition
with his calculation model (as a physics major he
must have completed many wavelength calculations).
Po, John. it appears as though such physics
calculations form part of a set of memorized
procedures. The discreprancy between his intuitive
estimation and his physics calculation appeared to
astound him ("That is scary"), another indication
that he had never made any connections between these
types of calculations and his intuition. John's

immediate efforts to reconcile his intuition and his
talc lation were not very coherent.

Another student, "Simon", revealed that though he
recognised and accepted the isomorphic n..ture of wave
equations in physics he had difficulty in developing
a coherent conceptual perspective of the various
concepts. Consider tl,e following interview extract,
Simon and the interviewer had just completed some
experimentation on the reflection of light and sound
using parabolic mirrors and found that the same laws
seemed to apply to both.

(I = interviewer, R = Simon's reply).

I: O.K., well I wonder if you see sound being in any
way similar to light?

R: Yes, umm, I guess because of the theory I have
done. I .. it is hard to say. I can relate and
deal with sound and light in a similar way ty
writing down similar equations.

I: Where do the light wave equations come from?

R: Well if you want to go all the way down to
Maxwell's laws: electric fields and magnetic
fields.

I: And sound waves?

R: Sound waves would sim?ly be pressure variations

I: Could I apply Newton's laws?

R: (Pause) yes, yes because at a molecular level it
is just collisions. Conservation of energy and
momentum. So in everyday life I see them as
completely separate phenomenon .. light has
different sources than sound, and you can, umm,
sense it with your eyes rather than with your
ears. I see it as completely separate, but in
physics I can see the exact same equations apply
to both, it is just you have different variables.
In one case, or anyways for that matter, on paper
you can do the same thing. You can have the
Doppler effect with sound waves but it is not
very often you have any reason to see a Doppler
effect with light waves. So I guess how I relate
to them on paper they are interchangeable, in
real. ltfe I don't sea them as being so.



Here we see Simon indicating that he had en unable
to conceptually reconcile his daily expe. nce of
light and sound with what he had learnt ih physics.
The very nature of his very articulate reply seems to
indicate that although he may have given the matter
some thought, he chose to avoid conceptual conflict
by compartmentalizing his everyday experience and
what he learnt in physics. Strike (1983) reported a
similar finding:

Many undergraduates are not exactly overburdened
with a need to have -what they leaa in science
class be coneirtent with other scientific ideas or
!heir own experience. Somewhere they have gotten
the idea that science is allowed to be paradoxical
and is not supposed to have anything to do with
their everyday experience. (p.74)

From this perspective, physics, then, becomes
something one "does" rather than something one
"understands". Thus it appears that it is of
questionable value for physics educators to assign
tutorial problems for homework without having an
insight into how students are constructing their
conceptual understanding of the physics being taught
(also see Arons 1983, 1984a, 1984b; Clement, 1981;
Faucher, 1981).

3.3 The rate of instruction.

The metaphysical realist influence on traditional
science instruction and epistemology, in its neglect
in valuing students' existing conceptions, purpose..
and motivations, has covertly added another dt:Hension
to the conceptual difficulties which tertiary physics
students have to face. In..truction which views the
lack of "correct" understanding to oe a consequence
of a lack of "studying hard" (or alternat.vely lack
of required intellect) may proceed at an enormous
rate. The amount of course content covered then
takes on overriding importance (English language
introductory tertiary physics textbooks all offer the
same basic curriculum). This rate of instruction is
typically so rapid that any in-class reflection
becomes impossible (see for example, McMillen, 1986;
Tobias, 1986). Arons (1979) captured the nature of
this typical instruction pace with a "length
contraction" metaphor (from Einstein's Special Theory
of Relativity):

It is the premise of the vast majority of
introductory physics courses ... that if one
takes a huge breadth of subject matter and
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passes it before the student at sufficiently
high velocity, the Lorentz contraction will
shorten it to 7 seint at which it drops into the
hole which is a students mind .... The students
have been 'told' but they have not made the
concept part ,f their orn .... they get 'credit'
for going through a memorized calculational
procedure which happens to give them the 'right'
numerical answer ... while they have no
understanding of the physics. (p. 650)

A rapid rate of instruction (machine-gun instruction)
has a special place in the hidden curriculum. It
emphasizes a positivistic epistemology and actively
encourages memorization. What makes matters worse is
that most physics teachers and many physics
undergraduates appear to resign themselves to a rapid
rate of instruction in the name of protecting some
set of unwritten standards. There is simply too much
to do and not enough time to do it.

A general theme which emerged from the interviews was
that the students were never conscious of having
"kicked physics ideas around". As one student put
it, "In class there was never time for anything but
more physics .. and more homework problems". In the
interviews many of the students seemed to be
reflecting on the topic of sound for the first tine,
for example:

"The more I think about it the less sure I am."

"I am just trying to formulate this, I have never
been asked that question before - it makes it
tougher."

"Just wondering if I do know ..."

"I think I am confusing myself."

One reason for the students' apparent lace of
reflection may lie in the typical rapid rate of
physics instruction discussed earlier. In rapid
teaching there is little or no time to engage in, and
encourage, reflection - that is left for the student
to do on his own. This lack of reflection may in
turn be linked to a broad belief based on the
epistemological themes of metaphysical realism which
were discussed earlier. The belief is that science
and humanity students construct their conceptual
understanding in differeat ways. This type of
metalearning assumption was recognised by Tobias
(1986) and McMillen (1986) in their studies done in
physics departments at the universities of Chicago
and Indiana respectively. In these studies they

t".
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sought to obtain an insight into the nature of the
problems which many students have with university
introductory physics, in particular non-science
majors. This was done by inviting faculty peers from
the humanities at the respective universities to
attend typical introductory physics lectures and
comment on the difficuluies that they experienced in
the lectures. McMillen (1986, p. 18), citing Tobias,
described the belief as follows:

Scientists learn through problem solving,
reaching understanding through step-by-step
analysis. Many learn best by themselves.
Humanists, however, "play" with concepts,
learning by writing and restating their ideas.

For a constructivist this kind of assumption is
painful. It reflects no appreciation for the
interactive process that takes place within a
person's conceptual repertoire as they try to make
sense of new concepts; and, no appreciation for the
importance of relating what a teacher is trying to
teach to what the learner already knows (see Ausubel,
1978; Driver and Erickson, 1973; Driver and Oldham,
1986; Novak and Cowin, 1984). Instead, learning is
presented as a mechanical process; "step-by-step"
collecting and building up knowledge, like a squirrel
collecting nuts.

Constructivist learning and conceptual change models
(for example, see Driver and Oldham, 1986; Hewson,
1981, 1982; Posner at al, 1982) postulate that in
order for a person to construct conceptual coherence,
his or her existing conceptual conflicts need to be
resolved. When conceptual conflicts are not resolved
and a person wants, or needs to, retain different
conceptual models then these conceptual models tend
to be comp -tmentalized (Claxton, 1983). A way of
lookin'- for evidence for conceptual
compartmentalization is to look for contextual
explanations - different contexts may draw on
different conceptual models. In the "sound"
interviews several students unconsciously provided
different conceptual explanations when presented with
different contextual sources of sound. For example,
consider the following extract taken from "Greg's"
interview.

The background to Greg's explanations was as follows:
At different stages in the interview the students'
macroscopic and microscopic models of the propagation
mechanism of sound were probod using three different
contextual sources of sound. These were: a source
not common to the classroom yet common to everyday
experience (bursting a balloon); a source taken from

the students' personal experience (their own
example); and, a source recognisable from a teaching
context (a tuning fork).

(I = interviewer, R = Greg's reply)

First Context: A balloon being burst with a pin.

I: (Sound of balloon bursting> Could you relate to
what happened?

R: Physically?

I: Yes.

R: Well you have the air in the balloon and it was
under pressure. When the balloon was popped
there was an expansion of the air in the balloon
out into the outside which was under less
pressure and it generated pressure waves. The
movement generated waves in the air which
travelled to the ear .. creating the sensation of
noise I guess, in the ear.

I: How would it travel?

R: Well just the general outward motion of the air
from the balloon made ... disturbed the air so
much there was just this outward motion and
becaus the force outward was greater ....
because the force outward was so great that it
created a partial vacuum in that space where the
air was, the air had to rush back in again and it
basically created a vibration that travels
outwards. It is making the air molecules move
and it is not just happening in one place,
anything that happens in one pl-ce tends to
affect everything around it so that sound
basically travels outward and of course the wider
the area it travels outward in the less intensity
there is so the sound sort of fades off into the
distance or the farther away from the sound the
less there is to it. Umm

second Context: Interviewees' own example.

R: My favourite example is down on the beach on a
sum_er day when the air pressure is realty high,
umm, sort of when it' is really low, umm, you see
somebody picking up a stick and throwing up a
rock in the air and hitting it and then you hear
the sound a couple of minutes later, or a couple
of seconds later. There is just a slight delay,

C, f.
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that means the sound is being produced when the
stick hits the soak, but those molecules are only
agitated there. or only start moving there, and
it taken 4 while for this idea that these waves
have to travel and reach your ear.

I: Could you follow up on that? O.K. someone hits
the rock with a stick and there if an agitation
of molecules? <Student agrees) And then?

R: They, umm, it is like a pulse, there is a
disturbance there in the air and ... the pulse it
travels through the air. The molecules in the
air are ... pick up the vibration and transmit
it along.

I: What were the molecules doing before teat?

R: Normally they are just at rest, they are Just
maybe moving around with wind.

Third Context Sound produced from a tunina fork.

R: Normally they (the molecules) are at rest ....
they have a small amount of energy but it is
randomly distributed, they are sort of moving
around, quite randomly, not in any specific
direction. When a sound happens they start
moving back and forth in the direction that the
sound is travelling. They are moving back and
forth, at a certain rate, they are oscillating,
like these waves are going in and out, this high
pressure business again. So depending on how ..
I think I am confusing myself ..

The balloon bursting was done at the beginning of the
interview session and Greg offered only elements of a
basic macroscopic model. This conceptual
understanding probably has its origins in the "ideal
fluid approximation" which is often used as a physics
model to explain the propagation of sound in liquids
and gases. By the time Greg offered his own
"favourite" example he had begun to think
microscopically using his own terms - a conceptual
model where air molecules are normally at rest. He
did this despite being fully acquainted with the
basic concepts of the kinetic model. When the
context changed to one strongly associated with
classroom physics, the tuning fork, Greg
spontaneously went to a microscopic descriptive level
based on the kinetic! model. He then made an attempt
to begin to reconcile his kinetic and ideal fluid
models and at that point admitted confusion.

The above example provides an insight into the
capacity which people have for holding and using
conflicting conceptual models. In this example it
appears that it was the context of the problem which
determined yhetLer Greg would use his scientific or
intuitive knowledge to explain phenomena - what
compartment of knowledge he would use. In a case
such as this, the rapid rate of instruction and
metalearning beliefs which discount the necessity for
physics students to "play" with new concepts to
achieve consistent conceptual understanding, can only
encourage students to avoid conceptual cnnflict by
compartmentalizing their conceptual mod. s.

4. UNINTENDED PEGAGOGICAL ASSUMPTIONS: an example.

The Tobias and McMillen studies referred to earlier
indicated that university physics instructors had
little insight into the conceptual difficulties which
their students typically encounter. A major problem
often lay in making conceptual connections between
the verbal (or written) explanations, demonstrations,
and mathematical representations. As an illustration
of the kind of conceptual construction that can take
place when confronted with such a problem consider
the model of sound propagation in air which "Peter"
had constructed. When considering Peter's model bear
in mind that he felt quite confident about it, having
Just completed a teaching practicum where he taught
"sound":

You see waves travel in sine waves or cosine
waves or something like that, its a wave
propagation. Now I think the wave propagates
with the use molecules but its not the same
molecule the, is going through, its like this
molecule will hit another one that will go up
here and hit another one that will go down
here (Peter is traciag out a pinusoidal path
pf molecular collisions on the desk surface
with his finger).

The interviewer was so intrigued with Peter's model
he asked him to draw it on a piece of paper; he did
so as follows:

ceAfis.ens net
Mend -on Mere", Ltws a cinany

411, on Xnerj:100.

Elaatma: Peter's sound propagation model.
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To give some explanatory perspective to Peter's
model, an examination of typical physics instruction
in this area is necessary.

Cound waves are longitudinal waves in an elastic
media. They can be conceptually represented as
displacement, pressure or density longitudinal waves,
however the wave equations are simplest to solve when
mathematically represented in sinusoidal format.
This is the beginning of a potential conceptual
swampland.

Longitudinal waves are typically distinguished from
transversal waves as follows: .

We can distinguish different kinds of waves by
considering how the motions of the particles of
matter are related to the direction of
propagation of the waves themselves .... If the
motions of the matter particles conveying the
waves are perpendicular to the direction of
propagation of the wave itself, we have a
transverse wave ... While it is true that
light waves are not mechanical they are
nevertheless transverse. Just as material
particles move perpendicular to the direction
of propagation in some mechanical waves,
electric fields and magnetic fields are
perpendicular to the direction of propagation
of light waves ....If the motion of the
particles conveying a mechanical wave is back
and forth along the direction of propagation,
then we have a Ionoitudinal wave ...Sound
waves in a gas are longitudinal. (Halliday and
Resnick, 1974, p. 300)

An extremely common physics instructional
demonstration of longitudinal waves are the
longitudinal waves produced in a horizontally
stretched helical spring (a "slinky"). The waves are
generated by creating alternating compressions and
extensions at one end of the spring. The helixes of
the spring yibrate to and fro and the longitudinal
wave is vividly seen propagating along the spring.
After this demonstration the compressions and
extensions of the spring are commonly represented by
the crests (maximum forward spring displacement from
equilibrium position) and troughs (maximum backward
spring displacement from equilibrium position) of a
travelling wave of sinusoidal form. An example of
this type of representation is given in Figure 2.
(taken from physics by Richard Weidner, 1985, p.
386).
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Following a definitional distinction between
transverse waves and longitudinal waves (particle
displacement either perpendicular or parallel to
propagation direction) a particle displacement graph
of a longitudinal wave plotted in a way that it
resembles a transverse wave (as shown in Figure 2.)
must generate confusion for many students.

To fully appreciate the type of complexity involved
an insight into the plotting-explanation is given.
Consider the transverse-like representation in Figure
2. The horizontal x axis represents the direction of
propagation i.e. along some positive x direction.
Suppose that the undisturbed posi on of certain
particles at a given instant in time is represented
by the positions C,D,E,F,G ... on the illustration
sketch in Figure 3.
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Figure 3. A longitudinal wave particle
displacement representation.
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Suppose that at a particular instant when a sound
wave propagates through the section of medium in
question these particles occupy the positions C,d,e,
f,G,h,k ... Now the transverse-like representation
is obtained by drawing a perpendicular from each
point originally occupied by a particle. The
perpendicular is in the plane of the paper,
perpendicular to the direction of propagation, with e
length which is proportional to the displacement of
the particle at the chosen instant in time. The
perpendicular is drawn upward if the particle's
displacement is forward, and downward if the
displacement is backward. If this procedure is
continued for every particle along the direction of
propagation then the ends of the perpendiculars form
a sinusoidally shaped curve i.e. a transverse-like
representation. This is a mathematically
"-.1onvenient" reoresertation, of a longitudinal
wave with the particle displacement being represented
at: right angles to their actual displacement - the
definitional-distinction of a transverse wave!

From the perspective of the type of potentially
conflicting models described above, an explanation
for Peter's conceptual model of sound propagation in
air may be that he made an effort to combine similar
types of conceptual models. On the one hand he had
the view of the mechanism of sound propagation being
air molecular collisions, however, on the other hand
the sound wave was probably presented to him in a
sinusoidal representation similar to that described
above. A sinusoidal representation of a longitudinal
wave which looks like a transverse wave could easily
blurr the two wave models into one. Now combine this
hazy sinusoidal wave model with a model of molecule
collisions and we have Peter's model - collisions
which take place along a sinusoidal path.

5. CONCLUSION.

Using examples of physics students' conceptions of
sound it has been illustrated how philosophical
commitments can influence physics teaching and its
outcome. An effort has been made to link these
conceptions to typical university physics teaching
practices, not to criticize or judge them but to
offer some real insight into the kinds of conceptual
problems which they may be generating. Naturally not
all introductory physics teaching has been a failure
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but some of oui assumptions need to be looked at
again as some have the potential of generating more
confusion than conceptual understanding. Students'
conceptual models, such as those described in this
paper, are perturbing, especially when the student
has majored in physics with good grades and intends
to become a school physics bmacher. I believe they
emphasize the importance for physics instructors to
have an appreciation of constructivism; to engage in
a process of teaching where knowledge is not a bundle
of logical connections to be "exchanged" but rather a
conceptual building which takes place upon the
beliefs and understandings which the students bring
to class; and, to encourage students to verbalize and
"kick ideas around" - encouraging the growth of
epistemological commitments to internal consistency
and generalization.
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RULE USAGE ON RELATED TASKS: PATTERNS OF CONSISTENCY task. That is, the tasks sets which subjects work
David P. Maloney, Indiana University-

Purdue University at Fort Wayne

Introduction

The study reported here was a preliminary

investigation into the consistency of the rules

subject td en related Rule-Assessment task

sets. :vr the purpose of this study consistency

will be defined as using the same or 1 closely

related, rule on aifferent task sets.

The Rule-Assessment technique was developed

by Robert Siegler (1976, 1978). The basic

hypothesis of the technique is chat everyone

presented with a problem or task will construct a

procedure to use in working the task. Different

individuals' procedures will vary in

sophistication depending on their background

knowledge of the domain of the task. The

procedures individuals construct are called

rules, They are constructed from the interaction,

in the subject's mind, among the information

provided and the knowledge and mental processes

employed by the subject.

The essence of the Rule-Assessment technique

is to build a task situation where the pattern of

the subject's responses to the task can be used to

infer the strategy (rule) he/she used to work the

6137

have a very specific structure which allows fcr

identification of the different ways subjects use

the given information to respond to the task. In

addition to generating a sequence of responses,

subjects are asked to explain their reasoning for

the procedure they use. These two items of

information, pattern of responses and ...planation,

provide strong evidence for the rule used, and

frequently allow for inferences about the

conceptions behind the rules.

Moloney (1984, 1985, and 1986) has shown that

college students use rules to make predictions

about the behavior of a variety of physical

systems. But all of these studies looked at

students' rules en isolated tasks. Recently

several investigators have become interested in

the consistency of students reasoning with s:ience

concepts. Clough and Driver (1986) examined

subjects alternative frameworks about several

science topics to determine how much consistency.

if any, these frameworks exhibited. Aguirre and

Erickson (1987) investigated subjects procedures

for dealing with vector quantities to see what

types and level of consistency were present.

Hojnacki and Resnick (1987) conducted a study of

6i8
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the consistency and coherence of subjects

reasoning in dealing with problems involving

vector additivity.

The goal of the current study was to explore

how the rules subjects used for related tasks

compared. That is, would subjects perceive the

relation between the task sets and use appropriate

rules? If not, would the rules they did use be

related in any identifiable way?

Procedure and Subjects

There were actually three different studies

involved. Parts of the results from these will be

combined and presented here. All of the studies

used the same basic ruleassessment procedure, and

involved similar subject pools. The particular

task sets and the number of task sets worked

varied. For purposes of this paper I will present

the general characteristics of the procedure and

the subjects, and then detail one of the three

studies to provide a specific context for the

"commonsense" patterns of consistency. The three

patterns presented will, however, be a composite

drawn from all three studies.

The materials used in these studies were

paper and pencil 'ruleassessment task sets. Each

68,9

task set had either 28 or 32 items. Each item

within a task set showed two arrangements of the

same basic situation. The top illustration in

Figure 1 shows a sample item from a task set

involving toy boats which are coasting to a stop.

The two arrangements could vary in none, one or

both of the two variables involved. The same

question was asked about all of the items in a

task set, e.g. which boat goes farther. In a

similar way the same three answer posibilities

were available for all items. The subject's

complete response sequence from the 28 (or 32)

items was used to determine the rule he/she used.

Subjects wore also asked to explain their reasoing

after they answered all f the items in a task

set. This written explanation was used as an

additional guide in identifying the rule the

subject used.

Insert Figure 1 about here.

All of the task sets used in these studies

had situations involving two variab"ies whose

specific quantitative values varied. For example,

one task set had a toy truck sitting at rest on an

incline, the truck was going to be released, roll

down the incline, along a short horizontal stretch

and then hit and compress a spring. See the top

illustration in Figure 2. The two variables in
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this task set were the masses of the trucks and

their initial heights on the incline. Examples of

the rules someone could use to predict which truck

would compress the spring more are: (1) to make

all predictions on the basis of only the mass of

the truck, or (2) to use the mass as the primary

determiner, but if two trucks have the same

pairs in one sitting while the rest worked them in

two sittings. Calculators were available for all

subjects. Subjects were asked whether, when they

were working the second set in each pair, they

remembered what they had done on the first set of

the pair. They were also asked if they used any

mass part of their ideas or procedures from the first

to use the initial height on the incline, or (3)

to multiply the mass and the height together and

use the product as the basis for predicting. All

f these procedures, and a number of others, could

be used to make predictions in this task

situation.

Insert Figure 2 about here.

The subjects for these studies were high

school and college students. Some of the subjects

had taken a high school physics course, but many

had not. None of these subjects had taken a

college physics course. Most of the subjects were

paid volunteers, the rest received extra credit

for a course in which they were enrolled. The

college students vere

majors.

primarily non-science

In the specific study that will be the

primary focus of this paper all of the subjects

worked two pairs of task sets. Some worked the
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set when working the second set.

Task Sets Used

There were four ways the task sets in the

different studies were related. One relation was

that task sets could involve different objects

which were actually undergoing the same motion.

As an example Figure 3 shows sample items from two

task sets that shared this relation. One of the

task sets had spheres thrown off cliffs, and the

other had liquids flowing horizontally out of

pipes. The second relation between task sets was

for them to share one variable, e.g. mass, but

differ in the second variable, e.g. speed in one

and height in the other. For example, this was

dine with both the spheres off cliffs and flowing

streams task seta just described. The third

relation between task sets was for them to involve

672
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the same variables, but ask for different

predictions. For example, the top boats set shown

in Figure 1 could be paired with a second set

which asked about the time for the boats to stop.

The fourth relation between task sets will be the

focus of the primary study of this paper and will

be described in detail below.

Insert Figure 3 about here.

The relations among subjects' rules were

investigated for three pairs of task sets which

were related by being the "reverse" or "opposite"

of each other. In the first set of each of these

paired task sets the subjects were given

information about two aspects of the situation and

asked to predict a third aspect of the situation.

In the second task set in the pair the subjects

were given that third aspect of the situation as a

variable along w, .h one of the first twe and asked

to predict which of the two arrangements would

have the greater value for the other one of the

original aspects. These paired task sets are

labeled "reverse" or "opposite" because they have

the fo:m: Set 1--given A & B, predict C; Set

2--given A & C, predict B. This will be clarified

by talking about the specific task sets used.

673

One of the three pairs of task sets involved

toy trucks, Inclines and springs. One sample Item

from each of these s.wo task sets is shown in

Figure 2. One of these two task sets has a toy

truck sitting at rest on an incline, the truck is

going to be released , roll down the incline,

across a short horizontal section, and then hit

and compress a spring. The variables for this

situation are the masses of the trucks and their

heights on the incline. The question for this

task set is which truck will 2ompress the spring

more? The second task set in the pair shows the

trucks pressed up against the springs. They are

going to be released and the truck will be

propelled along the horizontal section and then up

the incline to some point where it will stop for

an instant. The variables in this se.; are the

compressions of the springs and the masses of the

trucks. The question for this set is which truck

will go higher on the incline.

These task sets are "reversed" in the sense

that an appropriate way to answer the first set

would be to compute and compare the product of the

mass and the height of each truck, while an

appropriate way to answer the second set would be

6 7-4



to compare the ratio of the compression to the

mass of the two trucks in each item.

Consequently, they involve "reverse" mathematical

procedures.

A second pair of task sets with this reverse

relation had toy boats on a pond. See Figure 1

for example items from these two task sets. In

one set of the pair the boats had just ad their

motors turned off and were coasting to a stop.

The variables were the masses of the boats and

their speeds at the instant the motors were turned

off. For each item they worked, subjects were

asked to predict which of the two boats in the

item would coast farther while stopping. The

second task set of the pair had boats which had

stopped. The variables were the masses of the

boats and the distances they had coasted while

stopping. For each item subjects were asked which

of the two boats had been going faster when the

'Alto,' was turned off. This pair was also a

reverse pair from the mathematical perspective,

since a reasonable way to work the first set is to

calculate the product of the mass and speed

squared, while it would be reasonable on the

second to take the ratio of the distance to the

mass.

67

The third pair of "reverse" task sets used

springs. See Figure 4 for example items from

these two task sets. In one task set of the pair

the springs were pulled down a certain distance

and released. The stiffness and the distance the

spring was pulled down were given, and subjects

were asked which of the two springs would have the

longer period. (Period was defined and explained

on the cover sheet of the task set.) The other

task set in this pair had springs which were

already vibrating. The amplitude of the motion,

i.e. the distance pulled down, and the period of

the vibration were given, and subjects were asked

which of the two springs had the greater

stiffness.

Insert Figure 4 about here.

This pair of task sets is not related in the

same way mathematically as the other two. Here

the appropriate rules for both task sets involves

ignoring the amplitude. That is, in the first

task set the period is related to the stiffness

only, and in the second set the stiffness is

related to the period only.

6 7 G
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Subjects "Common-Sense" Forms of Consistency

As mentioned above the three "common-sense"

forms of consistency are really composites that

are drawn frem the results of all three studios.

They apply in slightly different ways, and to

different extents, to the different relations

between the task sets. Most of the discussion

first task set when doing the sec-ad set. But

then they said they did not use any of their

ideas, or any part of their procedure. (It is

important to point out that these statements,

about how subjects thought to relate the task

sets, were retrospective reports.) There were

actually two .subgroups among these subjects.

below focuses on the results from the "reverse" One subgroup said that they did not think the
paired study, but some of the sample reasoning

statements will come from the other studies as

well.

The first result of the "reverse" pair study

is that few of the subjects used rules which

exhibited the appropriate form of consistency.

Overall approximately 13% (50/394) used

appropriate rule pairs. All of these were on the

toy boats and toy trucks sets, no one used the

appropriate rule pair on the springs sets.

Almost a fourth of the subjects, 23%

two tasks were related, or were not strongly

enough related to require linking what they had

done on one to what they did on the other.

ExampJes of these subject.; reasoning are:

"Did not use Ideas, there is some connection

but not a very strong one."

"No, different thing, working out a different

problem."

"Remembered, but it had no bearing on this."

(91/394), stated that they did not use any of "Did not use because I was supposed to find
their ideas from the first task set in a pair when two different things in the two task sets."
working the second set of the pair. These These subjects clearly saw the two tasks sets as
subjects responded yes to the question about

whether they remembered what they had done on the

677

having at most a tenuous relation. They expressed

a belief that they did not relate what they did on

the two task sets.
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The other subgroup, within the group of

subjects who stated they did not use ideas or

procedure from one task set on the other, was

composed of subjects who said they did not think

the task sets were related, but then stated a

relation in their explanations. For example:

"No did not use ideas, although both tasks

dealt with the same principle, they were

separate experiments to be treated

differently, although you keep the same

ideas in mind."

"No did not use ideas from first, this

was the opposite of the first task."

"No, because this was going downhill

instead of uphill. I used the total

opposite of what I did in the first

task set."

These subjects believed they had not used any of

their ideas, or any part of their procedure from

the first task set when they worked the second.

However, as the examples above show, many of them

actually described a relation in their

6.1 9

statements. A number of them used the phrase

"opposite" in a way which would imply they thought

it meant "unrelated".

An additional 8% (33/394) of the subjects

said they did not remember what they had done on

the first task set of the pair when working the

second. That leaves 69% of the subjects who

indicated they were relating what the/ did on the

second task set of the pair to what they had done

on the first. What forms do these relations take?

The subjects' attempts at consistency can be

classified into three categories. The first

category contains the subjects who used the

appropriate form of consistency. As mentioned

above this was about 13% of the subjects in the

"reverse" pair study. The second category

contains those subjects whose rules showed no

recognizable form of consistency. The third

category contains those subjects who used some

form of "common sense" relation between the two

task sets. Three forms of "commonsense"

consistency were i.leatified. These were: (a) to

use the same rule, which in some cases meant the

same mathematical relation, for both task sets,

(b) to focus on one variable and adjust the way

they used it in related task sets, and (c) to use
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a concept or general idea to guide their decisions

about hew to use the variables. What kinds of

explanations do subjects supply to support their

approaches?

For those who employ properly related rules

on either the toy boats or the toy trucks sets the

explanations range from essentially mathematical

descriptions to m conceptually oriented

statements. For example:

"Used the formula for the first task set

and changed it around."

"We were figuring opposite values for the

two procedL-es, so I did the opposite

function. Division and multiplication."

"I divided in order to find d in the first

set so when the problems were very similar

in second set I used this and multiplied

D x M in order to find V."

"Because the spring would be compressed more

the higher up a truck was I merely reversed

the procedure. The lighter the truck and

the further the spring was compressed, the

higher up the hill it started from. I

reversed this for the calculations."

Most of these subjects talked about "reversing"

the formula or going from multiplying to

dividing. In other words most of these subjects

stated they were thinking about the mathematical

relationship involved. Those who did concern

themselves with the ;aysical quantities involved

were able to connect them effectively with a

mathematical relation.

Let's look at the three forms of

"commonsense" consistency one at a time. First

there were the subjects who used the same

mathematical relation for both task sets.

Examples of their explanations are:

"I just divided like I did on the first

one because it seemed to work well on

the first task."

"I basically used the same formula, but

modified for each set. Both, basically

were the same, but with different unknowns."
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"Yes, remembered had divided m by v and from

there I reasoned distance divided by m would

have greater v."

"Yes, I remembered the formula I'd used and

just modified that to make it work more

or leas."

"Yes, weighed less push up more, reversed

way I used masa."

"Heavier going down, lighter going up."

"Weight, more weight-more power, less

weight-spring push higher."

"I multiplied mass and speed to get force." "More mass = more kinetic energy (power of

inertia)."

The subjects who used the same mathematical Aa these examples show, mass was the variable

procedure on the "reversed" sets seldom mentioned subjects tended to focus 02 mofit strongly.

the physical quantities in their explanations, and Subjects exhibited a definite tendency to

when they did it was as a number to plug in their "reverse" the way they used the mass, even when

formula. However, in the other studies subjects they were net entirely fee:uaed on the masa. These

used the same mathematical procedure because they subjects seemed to be more concerned with the

could relate it to some physical quantity. The variable of masa than with any attempt to relate

last statement above is an example of this.

Subjects who exhibited variable-centered

consistency provided explanations which strongly

reflected that fact. Examples are:

procedures mathematically. This form of

consistency was the .cost common. In one group of

subjects 50% used greater mass on one of the two

task sets in a pair and smaller mass on the

other.

"It was kind of the same procedure except I The third form of "common-sense" consistency

reversed it-like more weight would compress was identifiable from the subjects reasoning

more versus less weight will go farther." statements, rather than from the specific rules

they used. Examples of these statements are:

6R3
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344 "To me they were opposites. If it was

"easier" to get down a slope then it would

most likely be harder to get back up

and vice versa."

"I used my idea of a boat coasting farther

and longer if it was moving faster for both

the first and the second task sets."

"I used the general idea about force behind

an object. I thought ooth sets si,ailar in

that the force used to compress the spring

were similar, or the reverse use by the

spring to push the object up the incline."

"Because greater mass objects at greater

speed create more force."

"Yes, reasoned that greater momentum goes

farther s if it had farther distance it

had more momentum, if lower masa it must

have had greater speed."

"I believe the heavier arrow would travel

farther and therefore be the last to

stop." (This is from one of the other

task sets, not the "reversed" ones.)

8 S 5

These statements show more variety than the other

examples. These statements also tend to use

physics concepts such as momentum and force,

although the usage is often inappropriate.

Subjects working with the task seta related in the

other three ways used this type of reasoning in a

number of places resulting in the same rule. This

was especially true where one task set asked about

distance and the other asked about time.

Discussion and Questions

This study is still in progress and was

designed to be an initial exploration of subjects'

rule usage on related task sets. Since it was

designed to be exploratory, implications and

inferences should not be drawn. Rather the study

raises a number f questions which require

subsequent investlgations to answer.

This study found that most of the subjects

neither used tne physically appropriate rules for

individual task sets, or used rules on related

task seta which had the proper mathematical

consistency. These are two different matters,

although they are frequently intertwined. For

example, a subjects choice of rule for the first

task set in each pair is most likely to made based
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on his/her physical knowledge of the situation.

The subject could then use mathematical reasoning

to check that his/her rule i3 reasonable. However,

when the subject comes to the second task set in

the pair, now the decision could be made on either

mathematical, r physical, or some combination of

the two, reasoning. The evidence from this study

is that the subjects used physical reasoning with

little attention to mathematical considerations.

Based on what they said, the majority of

these subjects were attempting to relate what they

did on the first task set with what they did on

the second. 1Lis would indicate that the

"common-sense" patterns of consistency found are

not just flukes, but have some relation to the

subjects knowledge base. All of these patterns

are ones which teachers have encountered in their

classrooms.

What are some of the questions identified by

this study? One would seem to be: Why doesn't a

student exhibit the proper consistency on related

problems. Based on this study there would seem to

be at least three possible reasons. First, the

student doesn't see the two situations as

related. Second, the student sees the proper

es 7

relation between the situations but fails t

execute properly to produce consistent answers.

Third, the student sees the problems as related

but applies a "common-sense" form of consistency

to working the items. This latter would normally

be considered, in a classroom situation, as being

in the same category as the first. Thin study

raises the possibility that the first and third

reasons above should be approached differently in

our instruction.

This study raises some questions about the

interface/interaction between subjects' physical

knowledge and their mathematical procedural and/or

conceptual knowledge. The issue of the relation

between procedural and conceptual knowledge in

mathematics has received a good bit of attention

Hiebert (1986). In this study many subjects used

mathematically inappropriate rules such as using

the masa to decide, but if the masses are equal

then using the other variable. How does the

subject's conceptual knowledge of the physical

quantities affect his/her consideration of the

mathematical character of his/her rule?

6S 8
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Another question is: Do we need to address were asked. And fourth, the task sets could have

the consistency issue directly, or is it a "reverse" relation. Details of a study on this

sufficient to work en helping students change last relationship were presented.

individual conceptions? Phrased this way the

question is obviously naive. The relations

students perceive are part of their conceptions.

So the question is really: de we have to address

the students alternative conceptions in several

different contexts and let them infer the

relation, or do we need to explicitly address the

relations between/among the contexts in addition?

Summary

Few of the subjects used the physically

and/or mathematically appropriate and consistent

rules. Three "common- sense" patterns of

consistency were identified. One was the use of

the same rule in contexts requiring differ at

rules. The second was a variable-centered pattern

where subjects focused on one variable as

fundamentally important. And the third pattern

was a conceptual or thematic one where subjects

were guided by some idea or concept. Questions

This paper reported on some preliminary raised by these findingE were presented.

investigations of student rule usage for related

Rule-Assessment task sets. Task sets were related

in one f four ways. First, the same motion was Acknowledgement: This work was supported by the

involved, although the objects differed. Second, National Science Foundation under grant MDR

the object, motion, and one f the two variables 8410567. The ideas and opinions expressed in this

were the same; the other variable differed between article are those of the author.

the two task sets. Third, the object, motion, and

variables were the same, but different questions
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V = 12 m/s

>
V = 18 m/s

-..).

M = 230 g M = 155 g

Boat on left Both boats Boat on right
will go will go will go
farther same distance farther

-->1 D = 42 m

I

1

Boat on left

was going
faster

--->ip 32
1

i

Both .boats

were going
same speed

Figure 1
Sample items from Boats Task Sets

Boat on right

was going
faster

Left truck
will compress
more

Both trucks
will compress
same amount

C= 20 cm
M = 50 g

Right truck
will compress

more

C = 12 cm
M = 85 g

;Q. \c;c:i
Left truck Both trucks Right truck
will go reach same will go
higher height higher

Figure 2
Sample items from Trucks, Inclines and

Springs Task Sets
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M . 55 g

S S = 1.25 g/cm
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H m

M = 95

A = 45 cm

t
H = 45m Left spring

a longer
period

has Both springs
have same
period

Left sphere goes Both go Right sphere goes
farther same farther

distance

D = 0.95 g/cm
3

H = 80 cm

Iiitiirem
3

H= 50 cm

Left stream goes Both go Right stream goes
farther same farther

distance

Figure 3
Sample items from Spheres off Cliffs and

Falling Streams Task Sets

111

T = 10 sec

Left spring
is stiffer

S = 1.00 6 /cm

1111 =40cnt

i'

Right spring has
a longer
period

T = 16 sec

A = 25 cA = 60 cm m

Both springs Right spring
have same is stiffer
stiffness

Figure 4
Sample items from Springs Task Sets
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CLARIFICATION OF CONSERVATION OF LIQUID QUANTITY AND
LIQUID VOLUME

Egon Mermelstein, College of Aeronautics

Abstract

A shift in the method of studying conservation from an exam-

ination of the child's responses to an analysis of the sci-

entist's understanding of conservation is proposed. Compen-

sation is the point of departure for the analysis. Existing

definitions of compensation indicate disagreements as to

whether compensation refers to container shape and liquid

level or to an understanding of the transformation on the
liquid. This analysis points to the need to describe com-

pensation independent of the container shape, liquid compen-

sation, and also suggests complementary descriptions for
compensation.

Four phases in the clarification of con..wation of liquid

quantity and liquid volume are described. The first phase

entails construction of a description of liquid compensa-

tion. The second phase postulates complementary descrip-

tions for liquid compensation; liquid compensation described

as a transformation on the 1100,1 -nd as the effect of this

transformation. he third phat-a formulates a theoretical

relationship between liquid compensation and conservation

and presents the appropriate conservation of liquid quantity

and liquid volume experi-lents. The fourth phase demonstrates

that Piaget's conservation of liquid quantity experiment is

not in fact a conservation of liquid quantity experiment

and demonstrates that the mental structures are the conse-

quence of the scientist'- errors in observation.

In the first phase of the clarification a comparison between

Piaget's conservation of liquid quantity experiment and a

violation of conservation of liquid quantity experiment is
made. It is shown that the rise/decrease in water level

in Piaget's experiment is not independent of the container's

shape whereas in the violation experiment it is. Based on

6 97

this description, it is demonstrated that the rise/decrease

in water level in the violation experiment describes a change

in water level whereas in Piaget's experiment a description

of a rise/decrease in water level as a change in water level

is not possible.

With containers all identical in size and shape in the

violation experiment, liquid compensation is described as a

change in water level. To satisfy the theoretical require-

ment that liquid compensation be related to conservation and

not a violation of conservation, two displacement of liquid

experiments are introduced. Liquid compensation in the

first experiment is described as a change in water level and

in the second experiment is described as a change in quan-

tity. In each of these experiments liquid compensation is

defined as the effect of a transformation on the liquid.

In the second phase of the clarification of conservation of

liquid quantity, _he descriptions of the transformation on

the liquid and the effect of this transformation in each of

the displacement experiments are postulated as complementary

descriptions. The transformation on the liquid in Piaget's

conservation of liquid quantity experiment is described

as a transformation in position, whereas the transformation

on the liquid in each displacement experiment, liquid quan-

tity and liquid volume, is described as a transformation in

shape. Liquid compensation is described as a transformation

of the liquid's shape as well as change in water level and

a change in quantity.

In the third phase of the clarification, liquid compensa-

tion, described as a change in water level and as a change

in quantity, is defined as an invariant relationship, a

physical measure, which necessarily identifies the type of

conservation postulated under a transformation of the

liquid's shape. The cocrdination of the complementary

descriptions of liquid compensation in each of the displace-

ment experiments defines the observational structure of



conservation of liquid quantity and liquid volume.

In the final phase of the clarification, it is demonstrated

that the absence of a physical measure of liquid quantity in

Piaget's conservation of liquid quantity experiment leads

only to a description of the transformation on the liquid

as a transformation in position. Such a description allows

the shape of the container to create the appearance of an

effect of the transformation - an apparent change in water

level. The observational structure of conservation of

liquid quantity in Piaget's experiment is, therefore,

undefined and this experiment is at best identified as a

conservation experiment.

The displacement experiments with physical measures of

quantity and volume are identified as the appropriate con-

servation of liquid quantity and volume experiments; the

observational structure of conservation of liquid quantity

and liquid volume however, preclude conservation measures

of quantity and volume. The need to poatulate a non-observ-

able structure for conservation of liquid quantity and

volume, whether underlying the observed experiment or the

observed subject (mental strurtures) are shown to result

from the scientist's failure to distinguish between liquid

compensation and compensation as well as the failure to

postulate complementary descriptions for conservation of

liquid quantity and liquid volume.

Requests for copies of the paper are addressed to:

Egon Mermelstein
Basic Science Department
College of Aeronautics
La Guardia Airport
Flushing, New York 11371
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CONCEPT MAPPING AS A POSSIBLE STRATEGY TO DETECT AND TO DEAL

WITH MISCONCEPTIONS IN PHYSICS

Marco Antonio Moreira *

Institute de Fisica - UFRGS

90049 Porto Alegre - RS

Brasil

Introduction

An overwhelming number of research studies dealing with

misconceptions held by science students has been reported in

the literature in recent years. In fact, this is probably

the moat investigated area of science education nowadays.

Promising results have been obtained in this area in the

sense of identifying misconceptions commonly held by

students - such as the proportionality of forcz and velocity

and the nonconservation of electric current - and of

recognizing their stability on the learner's cognitive

structure and their relevance for subsequent learning.

Nevertheless, there are some problems in this field of

research. For example, so far the best technique for

detecting student misconceptions seems to be the clinical

interview, which requires expertise and is extremely time

consuming . It is true that paper and pencil tests have

already been developed using results from clinical

interviews, but this type of test has its own pitfalls.

* Presently a Visiting Fellow at the Department of Education

of Cornell University, Ithaca, N.Y. 14853, USA, sponsored by

CNPq/Brazil.

Another problem is that most of the studies in this area are

still restricted to the detection of misconceptions held by

the students. The next step, of course, is to use

alternative strategies that take into account the learner's

misconceptions, and progressively obliterate them and

facilitate the acquisition of contextually accepted

meanings. But little has been done in this direction,

perhaps due to the lack of appropriate instructional

strategies.

Following this trend of research in science education,

several studies were carried out with college physics

students at the Federal University of Rio Grande do Sul, in

Brazil. For example, clinical interviews were conducted to

investigate student misconceptions concerning the concepts

of electric field, electric potential, and electric current

(Moreira and Dominguez, 1986 and 1987) and a paper and

pencil test was validated to detect whether or not the

student has the Newtonian conception of force and motion

(Silveira et al., 1986).

Simultaneously, other research projects were performed

to explore the potentialities of concept mapping as a tool

for instruction and evaluation in physics education (e.g.

Moreira and Gobara, 1985; Gobara and Moreira, 1986).

Comparing the findings of the studies on misconceptions

with the results of those ou concept mapping it was realized

that, in a sense, they are complementary. On one hand, the

investigation in misconceptions suggested that the clinical

interview was indeed a valuable instrument to detect

misconceptions, but it was not appropriate for classroom

purposes because it required too much time and practice, and

that new instructional strategies were needed to help

students overcome their misconceptions. On the other hand,

the research on concept mapping suggested that concept maps

drawn and explained by students might provide evidence of

misconceptions they hold and, perhaps, might also be helpful
in overcoming these misconceptions.



This complementarity -f research findings led to the

aim of this paper : to pro se through examples concept

mapping as a potentially useful technique to help teachers

and researchers detect and deal with students misconceptions

in physics.

The use of concept maps as a strategy to detect and to

deal with misconceptions was probably first implied by Novak

(1983) when he suggested concept mapping as a metalearning

strategy for overcoming misconceptions. Feldsine (1983) in a

study similar to the one being reported here confirmed

Novak's hypothesis in the area of general college chemistry.

Clsare (1983), reporting a study using concept mapping to

detect interventions effective on improving pre - service

elementary education major's understanding of science

topics, referred to 'misconceptions that appeared on many of

their maps". Possibl, there are other studies showing that

concept maps are in fact a useful instructional strategy to

deal with misconceptions and to help students to overcome

them. The present study intents to be a contribution in this

direction in the area of physics.

Concept mapping

In a broad sense, concept maps are just diagrams

indicating relationships between concepts, or the words used

to represent concepts. Nevertheless, in a more specific

view, they can be seen as hierarchical diagrams that attempt

to reflect the conceptual organization of a piece of

knowledge. Concept mapping is a flexible technique that can

be used in variety of situations for different purposes : 1)

as a curricular tool; 2) as a teaching strategy; and 3) as a

means of evaluation (Moreira, 1979; Stewart et al., 1979).

A concept map may be drawn for a single lesson, for a

unit of study, for a course, and even for an entire

educational program. The differences are in the degree of

generality and inclusiveness of the concepts included in the

map. A map involving only general, inclusive, and organizing

concepts can be used as a framework for curriculum planning

of a whole course of study whereas concept mapping dealing

with specific, less inclusive concepts can guide the

selection of specific instructional iaterials. Thu?, concept

mapping might be useful to focus the attention of the

curriculum designer on the teaching of concepts and on the

distinction between curricular and instrumental content -

that is, between content that is intended to be learned and

that which will serve as a vehicle for learning" (Stewart et

a1.,1979, p.174).

As a teaching strategy, concept mapping can be used to

show the hierarchical relationships arnng the concepts being

taught in a single lecture, in a unit of study, or in an

entire course. They are concise representations of the

conceptual structures being taught, designed to facilitate

the meaningful learning of these structures. However,' they

are not intended for student use without interpretation by

the teacher and, although they may be used to give an

overview of the sub,ect to be studied, it is preferable to

use them after the students have been already acquainted

with the subject, when the maps ,:an be used to integrate and

to reconcile relationships between concepts and to provide

for concept differentiation' (Morei1, 1979, p.285).

As a means of evaluation, concept maps may be used to

get a visualization of the conceptual organization the

learrer assigns co a given piece of knowledge in his/her

cognitive structure . Although criteria might be established

to score concept maps (Novak and Gowin, 1984), concept

mapping is basically a nontraditional qualitatie technique

of evaluation.
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In both cases, teaching and evaluation, concept maps

can be thought as a tool for negotiating meanings. As stated

by Novak and Gowin (1984, p.19), "because they are an

explicit, overt representation of the concepts and

propositions a person holds, they allow teachers and

learners to exchange views on why a propositional linkage is

good or valid, recognize 'missing' linkages between concepts

that suggest the need for some new learning ". According to

Novak and tiowin, concept maps are irtended to represent

meaningful relationships between concepts in the form of

propositions, that is, they are schematic devices to

represent a set of concept meanings embedded in a framework

of propositions.

In fact, since propositions are two or more concept

labels linked by words in a semantic unit, concept maps can

be drawn in such a way that not only concepts would be

externalized but propositions as well. That is, if the map

maker labels the lines connecting concepts with one or two

key words in such a way that the concepts and the linking

words form a rropositon, her/his map would not only

represent her/his own way of organizing a given set of

concepts but also propositions that express the cognitive

meanings assigned to relationships between concepts. As

such, concept maps might be seen as a strategy for

externalizing one's conceptual and propositional

understanding of a piece of knowledge. Of course, if this is

true, when drawing a concept map the learner is likely to

externalize his/her misconceptions and misunderstandings as

well.

It is under this assumption that concept maps are being

proposed here as a strategy to gather evidence and to deal

with student misconceptions. Empirical support for this

assumption is reported in the next section.

71)4

Examples

The following concept maps were drawn by engineering

students in an introductory college physics course on

electricity and magnetism at the Federal University of Rio

Grande do Sul, Brazil, during the first semester of 1986.

The course was taught under a self-paced format and the

content was divided into 20 units of study, including five

laboratory units. Upon completion of the tenth unit (mid

course) each student was requested to draw a concept map for

the course content studied up to this unit. The following

instructions were provided to the students at that time :

Instructions

1. Make a list, for your own use, of the main physical

concepts studied up to unit X. (Electricity)

2. Display these concepts in sheet of paper as if it were in

a map (a *concept map"), emphasizing, in some way, those

that you think are more important.

3. Connect with a line, of arbitrary size and shape, those

concepts which you think are related.

4. Write on the lines connecting concepts one or more words

that make explicit the kind of relationship you see between

the corresponding concepts.

5. Summing up, this "map" must reflect your own way of

organizing and relating these concepts. There is no right or

wrong answer, what matters is that the map corresponds to

your way of seeing the structure of this set of concepts.

ry



6. If necessary, ask the teacher for additional instructions

on how to draw this concept map.

Concept naps were not used as instructional materials

in this course. This was the first contact students had with

concept maps. They had as much time as needed to draw the

sap and they were free to use any instructional materials

they wished.

Immediately after finishing the map, each student was

requested to explain it orally to the teacher (of course
this was possible because of the self-paced format of

instruction).

In order to trigger or to keep the flow of student's

explanations,the teacher usually asked questfms like the

following ones :

- Try to explain your map. How did you start it ? What

kind of organization does it have ?

- Which are the most important concepts ? Why ? The

least important ? Why ?

- Why did you not include this concept (e.g. electric

potential, electric current, electric force) in your map ?

Relevant student's explanations, according to the

teacher's criteria, were recorded in a notebook. These

"interviews", which lasted about 10 to 15 minutes, were :.at

tape recorded, since no particu]ar need was felt to do so.

Figure 1 shows an example of a concept map drawn by a

student at that stage of the course. Below this figure,

passages from the student's explanations, judged rele it to
understand his map, are transcribed literally.

There is no need of doing a profound and time consuming

analysis of the map shown in figure 1 and of the

corresponding explanations to conclude that this student has

provided evidence of not distinguishing between

electrostatic and electrodynamic phenomena and of holding

the misconception no current no field'. He also provided

evidence of not distinguishing between the concepts of

electric potential and electric potential difference and of

not having understood Gauss's law and the concept of

Gaussian surface. (The connections indicated by dashed lines

were added to the map during the 'interview ".)

Figure 2 shows the map drawn by another student at the

same opportunity. Immediately below this figure there are

quotes from the student's explanations. These quotes suggest

a lot of conceptual misunderstandings in both his previous

(i.e. before instruction) and new knowledge. This student is

a chemistry major and this fact probably explains why he

considered electric energy the most important concept while

most of his colleagues thought that electric charge,

electric field, and electric cyrrelt were wajor concepts of

this area. It might also explain why he spoke about the

'duality" between electricity and magnetism (although the

map was supposed to include only concepts concerning

electricity) which was extrapolated from the wave-particle

duality of light since in some chemistry courses physical

concepts are introduced when needed and quite operationally.

That is, chemistry majors are likely to have rote learhed

many physical concepts well before they are studied in

physics, particularly modern physics concepts such as the

wave-particle duality.

He has also externalized a misconception concerning

forces when he talked about "forces that act on matter and

forces that are generated by matter*. In addition, at heart,

he did not establish any distinction between electric

t1 7
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Figure 1 - Concept drawn by student $1 after the tenth unit
of study. Dashed Lines were added to the map during the oral
explanation.

'I put electric charge at the center of ,ae map because
it is the foundation of electromagnetism, After that I tried
to separate everything in order to se* better and I also
tried to relate everything that was important.'

'Electric force would get in the map through the
relationship with potential since potential is related with
work and in order to do work a force is needed.' (The
student was, in fact, talking about the electric potential
difference.)

'I don't know where the concept of electric potential
would be placed in the map.'

'The field of an insulator cannot be calculated through
Gauss's law. In an insulator the current does not pass,
there is no field inside it.'

'The less important concepts would be equipotential
surface, direction of 1, Ohm's laws in general, those at the
periphery of the map, including the laws because they are
used just to calculate the field, they are not important as
concepts.*

Figure 2 - Concept map drawn by student 3 after the tenth
unit of study. The dashed lines were added during the oral
explanation.

'There is symmetry between electric force and magnetic
force. The map shows a duality between electricity and
magnetism extrapclated from the wave-particle duality of
light. There as forces that act o' matter (e.g. weight) and
forces that are generated by settler such as the electric and
magnetic forces.'

The map does not include electric charge becar3s when
electric force is defined electric charge has been already
defined and because electric current and electric charge are
at the same level.'

'Force Changes clothes, is transformed into electric
field and when it arrives at the desired point it turns back
to force again.'

'The diference t in potential and electric potential
difference is so subtle chat they are considered to be

*The most important concept is L'sie concept of electric
energy because it is the energy that interacts outside the
charge.'

'Circuit would be the least important concept because
it is just a detail. A little above circuit would be
electromotive force.'



potential and electric potential difference; however, during

the "I interview" he realized that there was a basic

difference - function x number - and the concept of

potential he had used in the map was in fact the concept cf

electric potential difference and should be replaced by that

one, switching electric potential to another position

(dashed lines iu figure 2).

Figure 3 presents a third example of map drawn by a

student, immediately followed by his explanations. These

data suggest that this student seems to have had a more

meaningful understanding of the subject matter than the

other two, and that he clearly was trying to integrate the

new knowledge (electricity) with his previous knowledge

(mechanics) in physics. But he also showed evidence of not

having understood Gauss's law and of not having assigned

acco-lted scientific meanings to the concept of electric

pot,,ttial. (The dashed lines were added to the map during

the "interview".)

In that same study, upon completion of the last unit of

the course each student was requested again to draw a

concept map. The directions were the same given when the

first map was requested, except that this time it should

include magnetism as well. Furthermore, instead of

e ,iining the map orally, each student was asked to do it

in ritten f,rm. That is, the map and a written

expl ttion of it enould be handed to the teachrJr.

Figure 4 shows the second map drawn by the same student

who drew the mid-course concept map presented in figure 3.

Similarly, this concept map, together with the explanations,

suggest a meaningful understanding of the subject matter. It

also suggests that the concept of electric potential was

7;0

Figure 3 - Concept map drawn by student $16 after the tenth
unit of study. Dashed lines were added to the map during the
explanation.

"I could have started the map with field, but I have
decided to begin with force because force is much related to
field and is a very important notion in physics; field is a
new notion."

"Force reminds us of acceleration, velocity and kinetic
erergy; that's why I put these concepts in the map."

"Field is associated to yr tage (potential difference)
which is associated to potential energy.

"The charge generates the field; a flux of charges is
associated to the electric current."

'Gauss's law, in a certain way, is inside the field, it
serves to pass from I to V (voltage)."

"I didn't even think in including electric potential on
tha nap; we are more used to the potential energy. Potential
would be implicit in the work W. There is no potential, what
exists is the potential difference. I don't know how to
explain potential; it's a definition wed to distinguish two
quantities with different energies. It would have something
to do with entropy; in the same way that there is a trend
towards disorder in the universe, the bodies tend to the
lower potentials; it's a trend observed in nature such as,
for example, when a stone tells

"Electric field is the most important concept. Space is
also important because, depending on the dielectric constant
of the space, the perturbat'on caused by the lield will be
different."

711
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Figure 4 Concept map drawn by student $16 after the last
(twentyeth) unit of study.

'In the scheme on the electromagnetism, I started with
the word 'space' because I think that, in physics or in any
other science that requires abstract reasoning, the concept
of space is one of the most important since all the
remaining physical entities are intrinsically related to it.
For example, connected to space are force, which might be
considered an agent causing perturbation in space, and the
electric and magnetic fields which together form the
electromagnetic field . The connections between space and g
and between space and fl are and OB. I tried to write each
entity just once, relating it to the other entities whenever
necessary, however, it became increasingly difficalt to
relate each one with the remaining ones. Thus, some
quantities (q, r, i, and t) appear twice, related on one
hand to the magnetic field,and on the other to the electric

field. Considering the electromagnetic field, we would have
next electric_potential and potential energy which would be
connected to E and 1, potential energy being indirectly
connected to (through V) or directly (if one wants to say
that), but potential energy is necessarily connected
directly with magnetic field (I mean, the opposite,
magnetic field is directly connected to the concept of
potential energy). Afterwards, we find the concepts that
come from the main concepts : potential difference,
connected to V and bringia.: the relationships between
resistors and capacitors; paver, related to potential energy
U and the important passage that there is between the
kinetic energy and the pctent:%al energy. The remaining
entities shown in the scheme are secondary.'

incorporated to his cognitive structure, although his

explanation for the direct connection between this concept

and the concept of magnetic field indicates that it was not

yet well understood. In addition, a brief examination of the

student's iustification for the emphasis placed on the

concept of space suggests that he might hold the

misconception that sometl-ing must fill the space since he

considers force as an agent causing a perturbation in the

space.

Conclusion

As it was said before, the purpose of this paper is to

suggest concept mapping as a strategy to gather evidence

about student misconceptions in physics and, possibly, to

lead them to overcome these misconceptions. The examples

provided in the previous section are probably enough to make

tne point that this strategy easily provides evidence of



student misconceptions. In addition, these examples also
show that concept mappirq does not require any procedural
expertise and is much less time consuming than the clinicai
interview. Of lurae, this does not mean that it is better

than the clinical interview; it just seems to be more

appropriate for classroom purposes whereas the latter is

more adequate for research. As a matter of fact, these two
techniques can be combined for research purposes since
concc't maps can be used in the planning of interviews and
in the analysis of transcripts from interviews (Novak and
Gowin, 1984, dhap.7).

The second point, namely, that concept mapping might be
useful in handling student misconceptions in the sense of
leading the students to overcome them is more difficult to

make, especially because it would require a more extensive

use of concept mapping in instruction than it was done in
the study referred in this paper.

Misconceptions, also known by different terms such as
alternative conceptions, alternative frameworks, intuitive
or spontaneous concepts, are meanings of a concept that are
at variance with meanings shared by expert concept users in
the context in which the concept is embedded, such as a
scientific discipline. That is, they are functional meanings
for the individuals who hold them but are contextually

unacceptable interpretations of the concept.

Concept naps, in turn, might be seen as tools for
negotiating meanings because, as put by Novak and Gowin

(1984), they allow teachers and learners to exchange views

on why a propositional linkage is good or valid, or to

recognize missing linkages between concepts that suggest the

neeed of some new learning* (p.19). In practice, this means

that teachers and learners must discuss their concept maps

until the achievement of shared meanings, until they agree

on meanings of a given concept or set of concepts. When this

happens a teaching episode happens (Gowin, 1981, chap.3).

Thus, in order to check whether concept :Rape are indeed

useful in progressively obliterating student misconceptions
and in facilitating the acquisition of contextually

accepted meanings,they must be used quite extensively.

However, even in the case referred in this paper, in which

concept maps were used only twice and not fully incorporated
in the instructional procedures, clues were obtained

suggesting that this hypothesis would hold : in the first
map, in almost all of the cases students spontaneously made
slight modifications in their maps when explaining and

discussing them with the teacher. The concept of electric

potential illustrates this point : it is an abstract concept

to which most students assign the same meanings of electric
potential difference or no meaning at all (Moreira and
Dominguez, 1986). This was reflected on the maps since for

most students the word electric potential in their maps

meant, in fact, the electric potential difference.

Nevertheless, after a brief discussion with the teacher,

which naturally occurred during the interviews, they
realized that electric potential has its own meanings, they
tended to modify their maps and, probably, began to acquire
these meanings. Isn't this a clue that concept maps could
lead students to overcome their misconceptions ?
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PATTERNS OF \:/ TIE7ATICAL MISCONCEPTIONS

AS REVEALED ON TESTS OF ALGEBRA READINESS

Dr. Jean Reeve Oppenheim, Friends Semincry

A standard part of careful test development is carrying

out an item analysis. The difficulty level, the reliability,

and the distribution of students choosing each option on a

multiple-choice item all give significant information about

the efficacy of the item. Aside from evaluating the worth

of each item, the analysis provides a wealth of information

about students' errors. By examining the responses to dis-

tracters in multiple-choice items, certain patterns of mis-

conceptions may emerge. This paper is based on such an

analysis of items in tests of algebra readiness.

The writing cf the algebra readiness tests was done in

the context of a doctoral dissertation in Mathematics Educa-

tion at Teachers College, :31umbia University. The research

and analysis were done from 1981 through 1984. The first

round of testing involved 140 students in four independent

schools in New York City, who were randomly assigned one of

four subtests (A, B, C, or D), The second round of testing

involved 195 students in three independent schools in New

York City who were randomly assigned one of three subtests

(D, E, or F). The tests were given three weeks into the term

in which the students had begun the study of algebra. The

students ranged fro, seventh through tenth grade, but all were

new to the study r algebra. The numbers of students taking

each test is as `,,lows:

First Round: Test A; 36 Test B; 37

Test Cr 36 Test D; 31

Second Round: Test E; 66 Test F; 65 Test G; 64

An item providing insights into students' misconceptions

may or may not be considered a good test item. If 70% of the

better students answer the item correctly and of the other

718

30%, if 10% chose each distracter, it is an exc .:nt test

item but not revealing for a study of misconceptions. How-

ever, if 70% chose the correct answer while 25% chose one

certain distracter, it could be good as both a test item and

an interesting item for this study, More dramatically, an

item may have performed poorly on the test: perhaps only 30%

answered correctly while 50% agreed on a certain wrong answer;

that will be of great interest to us for this paper. Hence

the items discussed below will often be weak in terms of the

original test purpose; indeed several were not included in

the second round of testing for that reason.

Of the 135 original test items, 31 are discussed below

as revealing some general misconceptions. These 31 items

involved the following types of confusion:

7 the use of variables

7 properties of fractions with numerical components

10 properties of fractions with variables as components

7 others, including percent, divisibility, terminology

A discussion of the problems containing variables follows.

Note that percents given do not quite add up to 100% due to

rounding. If the total falls significantly below 100%, the

remaining students omitted the item. The first two questions

which were also consecutive on both tests, should be consider-

ed together:

(1) For any number "N", the value of N + 2 - 2 is:

(a) N+4 (b) N-4 (c) N * (d) not determined

Test F

Test A

Total

(N=101)

0 1 57

0 1 24

0 2 81

0% 2% 80% *

7

11

* will be used to indicate the correct answer

18

18%

7 ; 9
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(2) For any number "N", the value of N x 3-i- 3 is:

(a) Nx9 (b) (c) N * (d) not determined
Test F 2 0 45 18

Test A 0 1 24 10

Total

(N=101)

2 1 69 28

2% 1% 68% * 28%

It is interesting not only that so many students cannot

answer these questions without knowing the value of N, but

also that the question becomes significantly harder when the

operations are x and I; rather than + and -. These next two

questions should also be considered together. They were also

consecutive on both tests A and F:

(3) If you start with a certain number called N, then add 5,

you would do which of the following to get the answer "N":

(a) increase by 5 (b) take 1/5 of it (c) divide by 5

(d) subtract 5

(a) (b) (c) (d) *

Test F 18 3 3 41

(N=65) 28% 5% 63%

The presumed attraction of choice (a) is word associ-

ation; "increase" seems to go with "add" which distracts one

from selecting the inverse operation. The corresponding item

on Test A on the first round, was a fill-in. It was answered

correctly by 75% of the students.

(4) If you start with a certain number called "N", then

multiply it by 12, you would do which of the following to

get the answer "N": (a) subtract 12 (b) divide by 12

(c) increase by 12 (d) divide by 1/12

(a) (b)* (d)

Test F 5 46 5 9

(N=65) 8% 71% * 8% 14%

This seems easier than item 3 above, but it had no

choice similar to (a) of 3. The interesting error here is

(d) divide by 1/12. It seems to be a case of choosing the

inverse operation as well as the numerical inverse without

realizing that these together become the original process;

i.e. to divide by 1/12 is to multiply by 12. On Test A of
the first round, this was a fill-in item which 67% of the
students answered correctly.

(5) If N is a certain number, then (+N) + (-N) =

(a) 0 * (b) N (c) -N (d) it derqnds on the
value N

Test F 44 6 5 9

(N=65) 68% * 9% 8% 14%

The error of interest here, as in questions 1 and 2
above, is the belief that it depends on the value of N.

Such students do not seem ready to accept algebraic axioms
stated in general terms. On Test A, this was a fill-in item
which 56% of the students answered correctly.

The next two questions should be considered together.

One asks about the difference of A and B, one about the
product of A and B. In each case the error of note is the

claim that the values for A and B need to be known.
(6) In order to decide whether A - B = 0 is a true statement:

(a) it is enough to know that A is bigger than B.

(b) it is necessary to know that A and B are both O.

(c) it is enough to know that A and B are equal.

(d) it is necessary to know the values of A and B.
(a) (b) (c)* (d)

Test E J 3 27 32

Test C 1 1 14 17

Total 2

(N=102)

4 41 49

4% 40% * 48%

(7) Two whole numbers, each bigger than one, are called A
and B. Here are two statements about their product, AxB:
STATEMENT 1: AxB is larger than A. STATEMENT 2: AxB is
larger than B. What do you know about these two statements?

(a) Only statement 1 is true. (b) Only statement 2 is true.
(c) Statements 1 and 2 are both true. (d) It depends on
the value of A and B.

72
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(a)

Test F 0

Test A 0

(h)

0

0

(c)*

36

21

29

14

Total 0 0 r- 43

(N=101) 0% 0% 57% * 43%

One difficulty with the previous two questions may be

their complex directions; the items may involve a large com-

ponent of reading comprehension. Still, the reluctance of

many students to accept rules stated in general terms (with

variables) should be considered in curriculum planning. One

wonders how meaningful, much less how intuitively obvious,

the algebraic axioms are to beginning algebra students.

The next group of problems all involve the concepts of

fractions. Problems 8 through 14 illustrate some common

misconceptions about arithmetic fractions, having only

numerical components.

(8) The mixed number 24 equals which of these:

(a) 2+4 * (b) 2-4 (c) 2x4 (d) 2

Test E 46 1 16 2

Test C 26 0 10 0

Total 72 1 2

(N=102) 71% * 1% 26% 2%

The curious error here is that students who have barely

started the study of a'gebfa would ',terpret the two parts of

a mixed number as being multiplied ,a ii reading it as an

algebraic expression (as if it were, ..w), despite years of

experience with mixed numbers in arithmetic. r,rhaps many

students in upper elementary 3rades do not think of 24 as

representing 2+4.

The next two items should be considered together.

Each involves writing a fract on in lowest terms.

(9) The fraction 36/56 has the same value as:

(a) 3/5 (b) 9/14 * (c) 306/506 (d) 38/58

Test E 13 42 5 6

Test C 4 22 6 1

Total 17 64

(N=107) 17% 63% *

11

11%

7

7%

The error of choosing 3/5 is curious; it is as though

students were "cancelling the 6's" or selecting out of the

fraction the distinctive 3 and 5. If students choosing (a)

really believe this "rule", then choice (d) is also correct,

since it would equal 3/5, hence it would also equal 36/56 -

but perhe- in this case equality is not transitive:

(10) The ratio 60:80 can be writtea in lowest terms as 324.

What is the ratio 120:150 in lowest terms?

(a) 4:5 * (b) 2:5 (c) 12:15 (d) 3:5

Test G 32 13 6 8

(N =64) 50% 20% 9% 13%

This item was a fill-in on Test D; 55% answered correctly.

The interesting error here is (b) 2:5. As in the pre-

vious item, this suggests "cancelling" all digits common to

both numerator and denominator and leaving only she digits

which are distinctive. These two items reflect a type of

"visual thlmting" 'allacic,vx. This way of thinking

is surely related ;,,-% ,ommonly given by teache: of

upper elementary gra.. , reduce a fraction such as 50/80,

"cross of the zeros." One wonders how many students who are

expert a+ crossing off zeros realize that they are dividing

out the, common factor of ten.

The next two items both involve a confusion about the

meaning of the multiplication of fractions.
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(11) The expression i x is equivalent to which of these:

16
1 3

(a) xl (b) trAl (c) 44 (d'
1 2

Test D 11 2 2 14

(N=31) 35% * 6% 6% 45%

This item was not used in the secind round of testing.

The surprise here was that the item was so difficult.

Since no "reducing" or "cancelling" :;,in be done, the simple

rule of multiplying the two numerators and multiplying the

two denominators applies. In order to choose (d), the most

popular option, a student has to approve of "cancelling"

the 5 into the 15, although they are both numerators, and

the 8 into the 16, although they are both denominators.

One curious result is that this produces the answer 3/2,

which is greater than one. The students who chose option

(d) were not stopped by the impossibility of multiplying

two proper fractions and obtaining an improper fraction.

(12) "One-third of 10" can be written as any of these

except one. Which choice does NOT mean "1/3 of 10"?

(a) 101L 1/3 * (b) 10/3 (c) 1/3 x 10 (d) 101L3

Test E 21 17 11 17

Test C 14 9 4 8

Total 35 26 15 25

(N=102) 34% * 25% 15% 25%

One possible confusion here is the negative wording;

it is always harder to select the one false answer than the

one true answer. However, the negative idea was repeated

and emplasized; students merely loking for a correct answer

would be most likely to chocse (c), which the fewest did.

There are two related errors here: one is that many students

belie that 1/3 of 10 really is 104-1/3. The other error

!: in not perceiving the equivalence of all three wrong
answers. In an 4ultiple choice question, if all but one

choice are recognized as the same, is is easy to identify

the odd one. It becomes essential in algebra to realize

the equivalence of "x thirds", "one-third of x", "x divided

by 3", and "one-third times x".

The next item involves what may be to some students

confusing terminology.

(13) The Least Common Denominator

(a) 2x2x2 * (b)

of 1 and 1 is:
2x2

2 (c) 2x2x2x2x2

2x2x2

(d) 2x2

Test u 13 25 11 10

Test D 10 11 7 2

Total 23 36 18 12

(N=95) 24% * 38% 19% 13%

The item is :nteresting on several counts. Firstly, if

the question had been asking what denominator to use in

,rder add 1/4 and 1/8, it would have probably been an

easy item. This is the identical question, but its form,

with the denominators factored into primes, forces direct

confrontation with the concepts of multiples and factors.

The student is being asked to find something which contains

all factors of each denominator. A student who does not

grasp the essence of the concept but who uses a rote method

will be .ost. Secondly, the words "Least Common" are in-

herently confusing. The natural tendency is to look for

something small - the "least" number which is "common" to

both denominators. Hence the popularity of the answer "2".

Students are notorious for confusing "factor" and "multiple",

and in particular "Least Common Multiple" and "Greatest

Common Factor". It doesn't help that the Least Common

Multip...e is invariably larger than the Greatest Common

Factor. This terminology should perhapswait for algebra.

The last item about numerical fractions involves size

comparisons.

(14) Which of these statements is FALSE ?

(a) 8 8

T5
I;(b) 8 (c) ) - 5 * (d) _tzej_.z

TI 4 -8 IDO

3

5%

Test G 10 7 41
(N=64) 16% 9% ',6% 'Or



The corresponding item pn the first round of testing had

a typing error; there were no correct answers.

As in the previous item, the wording adds confusion to

the item; however, students trying to choose a true state-

ment would probably select (b), which few did. The inter-

esting error is (a). That 8 8 is false would indicate
11 10

a belief that 8 8. Indeed, underL.anding that a larger
11 10

denominator means a smaller fraction is a subtle and diffi-

cult concept in elementary grades and may not be truly

believed even after being "learned". Applying this same

reasoning to choice (d) makes that also correct, hence the

test-wise student rejects both answers. On the other hand,

many students' strategy is to go with the first correct

answer without checking further. It may also be true that

many students don't know an algorithm for comparing sizes

of fractions. In this case, however, 3/4 As easily changed

to 6/8 for an easy comparison.

The next group of problems involved both types of

difficulty: fractions and variables. Perhaps it is not

surprising that so many of them were difficult, given the

trouble students have had in each of these areas.

The first two problems both ask about multiplying the

fraction 2/3 by the variable N, but the questions posed are

quite different, and produced quite different results.

(15) 2/3 of some number N is equal to which of these:

(a)

3N
2N (b) N 2 (c) 2 N (d) 2N *

3

Test C 7 14 7 6

(N=36) 19% 39% 19% 17% *

'Pis item was not used on the second round of testing

because of its great difficulty. The surprise here is not

just how difficult the item was, which might have Produced

a more random distribution of answers, but in the great

preference for option (b). Just as in item (12) above,

where only 34% of the students realized that "1/3 of 10"

is not "10+ 1/3", here 39% have identified 2/3 of N as Ni-2/3.

The notion that a fractional part of a number is obtained by

dividing by the fraction, rather than multiplying, is a per-

sistent and curious belief held by many students. How it

comes about and how to avoid it is an important issue. The

next item addresses the same question as this one, but is

posed differently.

(16) If N is any positive number, then multiplying it by 2/3

makes the value: (a) increase (b) decrease (c) stay the

same (d) it depends on the value of N

(a) (b) * (c) (d)

Test F 15 28 0 22

(N=65) 23% 43% * 0% 34%

This item was on Test A with only the first three options:

(a) -0) * (c)

Test A 5 28 1

(N=36) 14% 78% * 3%

The contrast is revealing. Students seem to be clear

that the value can't stay the same; option (c) is virtually

ignored. Having narrowed the choice to increase or decrease,

on Test A, most seem to realize that "decrease" is the

better choice. However, given the extra option on Test F,

"it depends on the value of N", many students select that

as a safer choice. Presumably, many who chose the correct

answer on Test A were not sure it was correct. Presented

with a variable, many students feel that no size compari-

sons can be made. This tendency Io withhold judgement if

possible is shown on two of the next three questions. All

three involve the concept of multiplying fractions.

(17) For any fraction A, if you multiply A x B, you get:
B B

(a) A (b) B (c) 1 * (d) A2
-s2

Tes 3 4 44 14

(N=6,) 5% 6% 68% * 22%

This item on Test A was a fill-in which 42% answered

correctly. The results on Test F were not bad, and it is
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reasonable that choice (d), as a more complex answer, had

some appeal. The item makes an interesting contrast to

the following:

(18) If N is any number except zero, than N x 1 =
N

(a) N (b) 0 (c) 1 * (d) it depends on
the value of N

Test F 9 4 26 26

(N=65) 14% 6% 40% * 40%

This item was a fill-in on Test A; 22% answered it correctly

and 36% answered "N". The two previous items offer some

interesting contrasts. In each case, the fill-in was more

difficult than the multiple-choice format. For either

format, however, N x 1 is more difficult than A x B even
N B

though they both exemplify the same rule: any non-zero

number times its reciprocal equals one. The question here

is whether N
x 1 is really more difficust, or is it that

N
the option "it depends on the value of N" is so attr-ctive

that it becomes popular whenever available. It would be

worthwhile to ask item (17) with the option "it depends on

the values of A and B". In any event, algebra teachers who

present such statements as "intuitively obvious" need to be

aware that to many students they are far from obvious.

The next item also concerns multiplying fractions.

(19)
U
A

15
and B are each fractions between 0 and 1. Their

product, A x B, (a) is bigger than one of the fractions and
7

smaller than the other one, but you don't know which.

(b) is bigger than either fraction. (c) is smaller than

either fraction. (d) it depends on the exact value of the

fractions.

(a) (b) (c) * (d)

Test F 8 16 20 18

(N=65) 12% 254 31% * 28%

On Test A, the choice was somewhat differe-A. Instead of

option (d) the choice was: "is bigger than A/C, smaller

than B/D." The responses to that item were:

same same same different

(a) (b) (c)* (d)

Test A 14 8 10 2

(N=36) 39% 22% 28% * 6%

The results are comparable; roughly 30% of students

realized that the product of any two proper fractions is

smaller than either of them. It is curious that so many

on Test A felt that the product was between the two 'rac-

tions in value (choice a) as if it were an average of sorts,

although this was the least popular choice on test F,

where the distribution of responses is almost random.

Again on Test F we see the appeal of not committing to

the relative size of an expression with a variable.

The next question looks like a proportion but is

essentially a question about equivalel.t fractions.

(20) If X = 3 then one possible set of values for X and Y is:

(a) X=8, Y=6 (b) X=15, Y=20 * (c) X=3+5, Y=4+5

(d) Y=3, X=4 The responses are as follows:

'est E

Wiest C

(a)

4

1

(b) * (c) (d)

43 2 15

25 3 7

Total 5 68 5 22

(N=102) 5% 67% * 5% 22%

The error of interest is (d), Y=3, X. It is not

clear how much error is caused by the fact that Y ca'se

before X in this distracter and how mucil is just the

attractiveness of the numbers 3 and 4 as precisely what

is called for. The problem of dealing with variables 61d

n:t seem overwhelming here. This question seems to reward

the careful reader; one interesting question is how much

students' succ,ss in algebra is a result of such care.

The next two questions both relate to comparing

quantities expressed in terms of variables.
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(21) If you know that C> D, which of these must be true:

(a) (b) i),3 (c) > * (d)

Test B 15 4 9 4

(N=37) 41% 11% 24% * 11'0

This item illustrates the double difficulty of fraction

concepts and using variables. The responses, however, are

far from rando. The popularity of the first choice seems

based on a belief that the larger denominator produces a

larger fraction, other things being equal, which is the

exact opposite of the true property of fractions. Also,

students who chose (a) were probably unaware that it is

equivalent to (d), whic'. rules out both options for any

multiple-choice question. This item was not used in the

second round of testing, nor was the following:

(22) If C) D and also E > F, which of these must be true:

(a) CD (b) C-E D-F (c) C E (dIlL'C+E)>D+F
/

Test B 17 1 4 12

(U=37) 46% 3% 11% 32%*

Again, the surprising result is not merely that the item

was difficult, but the strong preference for the first choice.

One p)ssible explanation is that students use an invalid

test-taking strategy: starting with the first choice, they

search for a confirming example rather than a counter- example.

If they find one (or pew) they conclude that they have

found the correct option.

Another possibility is that they believe that if one

fraction has both a larger numerator and a larger denomin-

ator than another fraction, that it must be the larger one.

This view agrees with research presented at the NCTM con-

ference in April, 1987 by Carol Novallis Larsonl. She found

that students would correctly identify fractions such as 1/2

and 4/8 as "equivalent fractions", but when asked to select

which fraction was larger, these same students stated that
4/8 was larger. This result deserves further study.

730

The next question elicited interesting responses.

(23) What must be multiplied by A to get B ?

(a) A-B (b) B-A (c) A
B

Test G 10 4 23

Test B 2 6 10

(d) B *

23

15

Total 12 10 33 38

(N=101) 12% 10% 33% 38% *

It is not surprising that this was difficult; it is

a novel question which involves both fractions and variables.

It is encouraging that students realized that the expressions

with subtraction were not relevant to a question about multi-
plying. It would be interesting to know what strategies were
used. The next item is somewhat related to the previous one

but also makes an interesting contrast to a purely numerical
question.

(24) How many E's are there in one K ?

(a) K-E (b) E-K (c) E (d) K *

Test D 4 3 7 11

(N=31) 1-1 10% 35%
This item was not used on the second round of testing.

Again, it is interesting that most students rejected any

expression having subtraction as a poor choice, although not

too many chose well between E/K and K/E. When the same

question is posed with numbers, it becomes very easy; 84% of

students answered correctly an earlier item, "How many 1/5's
are there in 3 ?" It is clear that the difficulty in item

(24) is the vse of variables.

The next group of seven questions relate to three

different topics: two items involve percent, two involve

divisibility, and three involve terminology.
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(25) The number 3 has the same value as:

(a) 3% (b) 33;1 (c) 300% * (d) 3.00%
Test E 22 6 10 27

Test C 7 2 13 13

Total 29 8 23 40

(N=102) 28% 8% 23% * 39%
There are several surprises here. First, that an item

which is based on a standard topic in the curriculum should

be so difficult; second, the attractiveness of choice (a);

third, the failure to recognize that the favorite, choice

(d), is the same as (a). Percent is a topic which confuses

many students; its placement and pedagogy as well as wilat

students believe about it need to be looked at carefully.

(26) The number 4i% equals which of these:

(a) 4.5 (b) 4500 (c) .45 (d) .045 *

Test C 25 1 4 6

(N=36) 69% 3% 11% 17% *

This item was not used on the second round. The over-

whelming choice, that 4i% equals 4.5 is the same error as

in the previous question, where 3 was said to equal 3%.

The willingness of students to ignore the percent sign,

or to feel that it doesn't change the value of the number

it follows, is d,3concerting. Whether the symbol itself

is difficult, the word "percent" is difficult, or the entire

concept is difficult is not clear. Percents do not seem to

bs well integrated into the number system for many students.

The next two questions concern divisibility.

(27) If the unit, digit of a number is 4, which statement

is true: (a) both 2 and 4 divide into the number evenly.

(b) 2, 4, and 8 all divide into the ntmther evenly.

(c) 2 divides into it evenly; 4 may or may not.

(d) nothing is certain about what divides into the number.

(a) (b) (c) * (d)

Test D 20 3 6 0

(N=31) 65% 10% 19% * 0%

732

It is surprising that so many students chose (a); it

could well be a case of looking for confirming instances

rather than seeking a counter-example. This item was not

used in the second round.

(28) if the units digit of a number is 3, 6, or 9 then

which of the following statements must be true?

(a) 3, 6, and 9 all divide into the number evenly.

(b) 3 and 6 both divide into the number; 9 may or may not.

(c) divides into it evenly; 6 or 9 may or may not.

(d) _thing is certain about what divides into the number.

(a) (b) (c) (d) *

Test D 6 5 12 6

(N -31) 19% 16% 39% 19% *

This item was not used in the second round ',eeause

of its great difficulty. The reason for the popularity

of choice (c) is not clear. Perhaps students were thinking

of the numbers 3, 6, and 9 themselves as all being evenly
diisible by 3. In this case, confirming exanples are not

as easy to find as counter-examples.

The last three items all contain the word "exceeds",

which many students find troublesome, and which many

algebra textbook authors employ.

;2;9 Which of these represent the amount by which

10 exceeds 7 :

(a) 10+7 (b) 10> 7 (c) 7-10

5 30 0

5 11 1

Test F

Test A

(d) 10-7 *

30

18

Total 10 41 1 48
(N=101) 10% 41% 1% 48% *

The interesting error is (b), mainly because 10> 7 does
not represent an amount, but makes a statement that 10 does

indeed exceed 7. Reading symbols correctly seems to be the
probler here. This question is re-cast using variables in

the next item.
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(30) Which of these represents the amount by which
X exceeds Y ?

(a) X +y (b) X> Y (c) X-Y *

Test F 5 29 31

Test A 4 12 18

Total 9 41 49 1

(N=101) 9% 41% 49% * 1%

The choices, except for (d), parallel those of the
prev'lus item. The essential difference in the two items

is that this one uses variables whereas the previous one
used numbers. The results are almost identical, with 41%

choosing (b)although it is tlfte only option which does not
represent an amount. The issue here seems to be one of

the reading of mathematics, a subject which needs work.

The next item asks the same question as the previous
one but gives different options.

(31) By how much does G exceed H ?

(a) G-H * (b) H-G (c) G (d) H
11 U

36 9 10 3

18 3 6 2

Test G

Test D

Total

(N=95)

54 12 16 5

57% * 13% 17% 5%
The question is easier without the tempting option

G > H. The choice of (c) is strange, and may indicate an

interpretation of the question as "G is how many times as
large as H ?" Exploring students' interpretations of the

word "exceeds" should prove interesting.

Students' misconceptions have been looked at in this

paper mainly in the areas of fraction concepts and the use
of variables. Issues discussed include reducing fractions,

the relationship between the size of a denominator and the

size of the fraction, the multiplication of fractions and
of reciprocals, and fractions with variables as components.

Other issues concern the comparison of expressions contain-

ing variables, the meaning of percent, and the use of

confusing terms such as "exceeds" and "least common

denominator". The kinds of questions which need to be

explored are as follows:

1) What do students believe about these mathematical entities?

2) Where in the curriculum should these topics be taught, in

terms of readiness and of sequence?

3) What materials and methods should be used in teaching

these concepts to avoid misconception?

4) Can terminology be found that wou'd make the learning

of certain concepts easier, while still being correct

mathematically?

5) What is the role of reading mathematics and how can

it be taught?

6) What pr' ant teacher practices lead to these miscon-

ceptions, and how can t ay be modified?

Note: The test items quoted in this paper are copyrighted

material. All rights are reserved by the author.

Footnote:

1 Carol Novallis Larson, University of Arizona,

"Associating Fractions with Regions, Number Lines,

and Rulers: Implications of Research", presented at

the April 1987 annual meeting of the National Council

of Teachers of Mathematics, held at Anaheim, California
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COMPREHENSION MONITORING IN LEARNING FROM SCIENTIFIC TEXT

Jose Otero

Universidad de Alcala , Spain

Students in the upper secondary and tertiary levels of

education learn the conceptual content of science, to a great

extent, in a tec otive mode. I. tudying receptive learning

and, specifically, receptive science learning, special attention

has be paid to "wh,t th- learner already knows", according to

the well known dictum of Ausube'. Educational psychologists use

constructs such as "subsumer", "frame", or "schema", all of them

describing in several ways Via i :ormation which the learner

alre'dy .,,,s. Moreover, resaarch on students preconceptions has

geneed a great amount of l'terature and interest, as this

seminar attests. However, the prior conceptual knowledge of the

student is not the only variable which influences the ,waniegful

learning of po, tally meaningful information. Educational and

uevelopmental psychologists have been paying attention during

the last year to va-iables of a higher level: metacognitive

variables.

Metacognition, 2 oncept Introduced by John Flavell and

othe-s in the 1970s, "refers to one's knowledge concerning one's

own cognitive processes and products or anything related to

,hem " (Flavell, 76, p. 232). When .eading a text, for example,

active meaning makers differ from passive memorizers of information

in the metacognitive skills which they bring to the task.

One of the necessary metacognitive skills for a meaningful

acquisition of information is an adequate cc.trol of one's own

u.derstanding. This is the ability to know when one is comprehending

or ,iot comprehending something. A considerable number of studies

have been done on comprehension monitoring hnen reading or when

r.2ceiving instructions, both in children (for example, markman,

77 79; Markman & Gorin, 81) and adults (for example, Baker, 79,

85a; Baker & Anderson, 82; Glenberg, Wilkinson & Epstein, 87;

Ryan, 84; Schommer & Surber, 86.) This paper deals with the

comprehension moniterine abilities of secondary school students

when reading scientif; texts. The work which is presented in the

following pages has several purposes. In the first place, it is

an atteopt to study the extent to which comprehension is

controlled by students when reading scientific texts. Studies in

comprehension monitoring have been carried out predominantly

using materials of a general nature. The second question ,t

attempts to answer is whether this control is dependent or the

^ontext in which learning takes place. The inflexible behavior

which occa-tonally show many science teachers (Russell, 84),

together with the authoritarian presentation of scientific knowledge

in traditional teaching materials (Otero, 85), suggest a possible

negative influence on the learner's ability to control ccomprehension.

According to this. differences in comprehension monitoring were

sou,.t when the texts to be read by the students were placel in academic

and extra-academic contexts. In the third place we were interested

in identifying specific oomprehension monitoring strategies which

students could use when reading scientific texts.

Procedure

This study has been carried out within the so-called "contradiction

paradigm". Cintradictry or inconsistent stateJlents .re introduceo

in a text. A failure to identify the inconsistencies is taken

as evidence of a comprehension monitoring failure. Besides,

the method employed follows closely that use: by Baker (79)

in a work on comprehension monitoring in college students.



Two classes of 18 year old students (n1 = 31, n2 = 38)

in a public school in Madrid were chosen for the study. These

students were in their last year in secondary school before

entering the university. All of them were taking physics after

having studied physics and chemistry the two previous years.

The materials for the study consisted of booklets divided in

two main sections. In the first se_tion there were six texts ranging

from 86 to 94 words each. Contradictory statement., were located

at fixed positions (second and last sentences) in icur of the

texts (#2, #3, #5, and #6.) The physical proximity o, the sentence

in a text is a factor known to have an inf'uence on the integration

of information (Walker & Meyer, 80) and, because of this, in the

detection of inconsistencies. Following is a translation of one

of the four texts containing inconsistencies:

Crystallization is a method to purify products used in
scientific research. It consists in solving the product
in water or in any other solvent. Atter that, the substance
is allowed to crystallize. This process is repeated several
times until products of a great purity are obtained. The
process can take several days. Crystallization can only
be carried out using water as a solvent. (Text #2)

There were writtcn instructions in the booklet asking the

students to rate the comprehensibility of the text using a scale

ranging from 1 to 4 (1= difficult to understand...2= easy to

underst-id). n case that the response were 1 or 2 there were

additional instructions to a) underline the sentence or sentences

where the difficulties were found, and b) explain the reason for

these difficulties in the space provided Delow.

The second section of the booklet contained information

on the inconsistencies which were in the texts. The students

were asked whether they had noticed the inconsistencies. In

case thet they had detected the inconsistencies buc did not

underline the sentences or explain the con.usioe, they had

to explain the reasons for this omission. The subjects had been

instructed to follow the instructions in a strict sequential order

without skipping pages or retroceding.

In order to create a c!iffecent context for the reading

of the texts in each group, experimenters were introduced

differently. In one classroom the experimenter was presented

by the litereture teacher. The students were informed about the

purpose of the test: to identify difficulties whicn a learner

experiences when reading a text. Their cooperation was requested

to evaluate tha comprehensibility of some short passages

(supposedly) taken from newspapers. No mention was ever made to

science texts or textbooks. In the other classroom the experimenter

has introduced by the physics and chemistry teacher. The subjects

in this group were told that the purpose of the experiment was to

identify difficulties which students have when reading scientific

texts like those found in their scie-re textbooks.

In addition to different introductions there were also

different headings for the texts in each group. In the "literature"

group the headings identified the newspapers from were the paragraphs

were (supposedly) taken. In the "science" group titles of science

textbooks were given as headings. Otherwise, the texts were exactly

the same in both groups.

Two criteria may be used to decide when an inconsistency

has been itcccrding to the first one, a conservative

criterion, an inconsistency is detected when the student underlie'

the contradictory statements while reading, and explains the cause

of the confusion. According to the sec A criterion, more liberal,

an inconsistency is detected when it is identified while reading, as

in the first criterion, or when the student declares, in the

second section of the booklet, to have noticed the contradiction

without having under'ined the problematic sentences. The liberal

criterion has been useL to obtain the results given in the following

section, except when It is otherwise indicated.

The subjects were given 50 minutes to complete the test.

Results and discussion

The overall number of inconsistencies detected (from a total
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number of 69 booklets x 4 problematic texts = 276 inconsistencies

to be detected) is shown in Table I.

Place Ta...le I about here

An analysis of variance revealed that t 're were no significant

differences in the number of inconsistencies detected by students

in each group. This could be interpreted at least in tuo different

ways. It is possible that the context factor did not have an

influence in the detection of inconsistencies in science texts.

That would indicate that the comprehension monitoring abilities

necessary f.r scientific text processing are strongly attached

to the individual with little variations due to context. On the

other ha-d, a different interpretation would be reached questioning

an aux-nary hypothesis: perhaps a real difference in contest

was not created during the test. The same school setting was kept

for both groups, the writing style of the texts did not conform to

that of a newspaper, and the content of the passsages evoked that, of

science textbooks. All this suggests that more careful researcl needed

on the influence of this factor. Because of these reasons the foi.....4ing

results are given conjointly for the total number of students in

both groups.

There were found significant differences (p L.01) due to

the effect of passage or text. It is well known that inconsistency

detection depends on text variables: .:hether the inconsistency

involves a main point or a detail, for example (Baker, 79.) More

main point inconsistencies are detected than those about details.

Although these are not variables in which we were specifically

Interested, toe obtained data support previous findings. The

only inconsistency clearly involving a main point is that in

text #3, which corresponds to the highest number cf students

notic-ng the confusion (Table II.)

Place Table II about nere

The number of students who notice zero, one , two, three, or

all four inconsistencies is given in Table III. There are 21 students,

abou' 30 % which detect at most one of the four contradictions. Only

13 students detect all four inconsistencies. TLIs points to a sensible

percentage of science students unable to control appropriately their

comprehension processes. It indicate:, at least, an absence of a

disposition t' process and/or integrate the individual propositions

existing in ..1:c text - -an essential ability to understand scientific

text or any text whatsoever.

Place Table III about here

There are 18 students, bout 26 % of the total number, which

having noticed some of the confusions do not underline the contradictory

sentences or explain the nature of the inconsistency. The explanations

given by these subjects in the second section provide some interesting

cues on the processes used by science students to control their own

understanding. These students can be classified according to the stated

reasons as shown in Table IV. They do not sum up to 18 because some

students provide more than one type of reasons.

Two main groups can be distinguished according to the stated

reasons: tnose subjects who tolerate the existence of inconsistencies.

and those that do not and take some remedial action. The students in the

first group find the existence of an isolated comprehension problem

in a text unimportant, even after being instructed to ascertain

its camprehensibility. Typical responses in 1 is category are the

following:

"It didn't seem to be important- (28.1))

thought that it was not important" (15.C)



Place Table IV about here

These students are taking the existence of comprehension

gaps as something to be expected naturally when reading a text.

It is interesting to examine some additional reasons provided

by the students in this group:

[I did not underline the sentences, although I noticed a

problem,, because]

" I thought that contradictory sentences didn't have to be
underlined. Only those that I could not understand" (2.P)
" The sentences were easily understandable and there were
no problems to interpret them" (22.P)

" I understood the content well, it was clearly written and
the opposition of the tw, concepts is not a difficulty to
understand the text as a whole" (11.P)
"I was more concerned with them as independent ideas" (22.C)

These reasons point toward limited usage of comprehension

criteria. These students are perhaps employing lexical, syntactic

or external consistency standards of evaluation, but not internal

consistency criteria (Baker, 85b.)

The student in the second group take. a more active position

when they realize the problem. They use "fix-up procedures" (Baker, 79)

to obtain an explanation acceptable 3 themselves. Some subgroups

could be identifiel. Two of the subjects resolve the contradiction

by imputing it to some kind of printing error--a resource without

much interest.

There are two students which explain the confusion in terms

of a presumed ambiguity in scientific language:

[I did not underline the sentences, although I noticed a
problem, b..cause)

"Although they were contradictory it was clear ' , me that the
solvent was water" (3.P)

"It was not clear enough so I thought that it meant that water
was the most common solvent" (31.C)

The word "only" in the last sentence of the text on crystallization

reproduced in a previous page is interpreted as "preferably".

These student seem to believe that it is possible to employ scientific

7 .4 '10..,

language with such a high degree of ambiguity. It is a belief

perhaps grounded on the way language is used in everyday matters.

Finally, there is one subject who resolves two contradictions

making use of a remarkable argument. For this student, science seems

to have enough authority to support contradictory statements.

Referring to text #3 ("The speed of light is the greatest that

can be achievec. No object can travel at a speed exceeding that

of light because its mass would become Infinite...There exist

detailed observations of the behavior of some objects when they

surpass the speed of light") the student explains:

[I did not underline the sentences, although I noticed the
problem, because]

" I thought that it was something scientifically established
and that there were no errors" (6.P)

Being one only individual generalizations are problematic.

But this answc, illustrates the negat,ve effects of a possible history

of authoritarian science teaching. The learning set of the student has

apparently being distorted tc such an extent as to be prepared to

relinquish the principle of contradiction in blind obedience to

the authority of scientific text.

Conclusions

The study has revealed a sensible fraction of secondary school

students having inadecuate on.rol of their own comprehension. This will

impair their ability to lea, from conventional science textbooks.

Some of the reasons behind this failure lie in the usage of limited

or inadequate criteria to evaluate comprehension. There is a% important

number of students who fail to adequately process and/or integrate

propositions when reading a scientific text. There are others who

find it difficult to apply internal consistency standards,uaing

instead lexical, syntactic or perhaps external consistency standards

to evaluate comprehension. Other students seem to have a lax conception

of the standards regulating the use of scientific language. That is

) r--)
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au obstacle to acquire the precise meanings ,:hicn a scientific

taxt Intends to convey. Finally, It is possible for science students

to develop an inappropriate submission to the authority of scientific

texts. As a consequence their capacity to control their own

comprehension is severely diminished.

lne preceding results suggest new teacher activiti . to

address the metacognitive problems of science students. They also

exemplify some of the roles which metacognitive variables play in

science learning. This is an area unere. undoubtedly, much promising

work remains to be done.
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Criterion

Conservative

Liberal

Inconsisienc detected

n

127 46.0

155 56.2

Table I. Tota number of incon-stencies detected
(N= .9 x 4= 276

2

Text number

3 5 6

Students detecting
the incon.Fisten,

n

%

39

57

55

80

34

49

27

39

Table II. Students detecting each of the
Inconsistencies

4./ '8`4 I)

Criterion Students noticing

0 1 2 3 4

inconsistencies

n 12 18 18 11 10
Conservative

Z 17 26 26 16 15

n 3 18 20 15 13

Liberal
Y. 4 26 29 22 19

Table III. Students noticing 0, 1, 2, 3, or 4
inconsistencies

Category Number of students

1. Students tolerating the
existence of inconsistencies
in some of the texts

2. Students not tolerating
the existence of inconsistencies
in some of the texts

2.1. Typographical error 2

2.2. Ambiguity in language 2

2.3. Authority of science 1

2.4. Other reasons 3

12

8

Table IV. Distribution of students according to the
reasons which they provide for not having
underlined contradictory sentences
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CHILDREN DERIVE MEANING FR'M SOLVING

PROBLEMS ABOUT PHYSICAL MATERIALS

Donald M. Peck, University of Utah

A heterogeneous class of fifth grade children derived
their understandings and meanings about fractions by solving
problems posed about physical materials. A different
accelerated class of fifth graders, selected because of their
apparent high abilities in mathematics, were taught via a
conventional textbook approach to fractions. The test
performance of the two groups as measured by right answers on
addition and subtraction problems was almost identical.
However, interviews and the posing of problems which required
insight and meaning revealed a wide gap in interpretive and
problem solving abilities in favor of the heterogeneous class.

The accelerated group for the most part directed their
attention to mechanical manipulations of symbols according to
perceived rules. Many of the procedures they used led to
inconsistent results. When that occurred, they were unable to
detect that they had been led astray.

The heterogeneous group, on the other hand, centered
their attention upon meanings they had derived from solving
preblen : posed about physical objects. They were more prone
to utilize the meanings they had acquired to solve problems and
were better able to tell for themselves whether their attempts
were sensible.

The two groups came from essentially the same middle
class socio-economic background and attended schools in close
proximity to each other. The school attended by the thirty-
three students belonging to the accelerated group utilized a
comprehensive testing program and grouped for homogeneity
on the basis of those test results. The average ranking for this

group of students, as measured by their performance on the
Iowa Tests of Basic Skills, was the eighth =nine.

The school attended by the heterogeneous group of
twenty-four students was led by an administration who
subscribed to a philosophy of mixing students according to their
abilities as measured by test results. Tne Iowa Tests of Basic
Skills placed this group of children at the fifth stanine as an
average.

The discussion which follows describes the observed
differences in approaches to problem situations utilized by
children within the two groups, compare the specific
instructional goals for each group, and review the assumptions
and specific instructional procedures which undergirded the
instructional program for the heterogeneous group and which
led to the observed increases in their capabilities.

D11-PhRENCES IN APPROACHES TO PROBLEMS AS
EXHIBITED BY THE TWO EXPERIMENTAL GROUPS

The differences in approach to fraction problems will be
discussed in terms of the nature of the test exercise given to the
two experimental groups, an analysis of students responses, a
comparison of strategies employed by representative members
of each group, and a summary of the characteristic differences
in perception and strategy employed by each group.

Analysis of Student Responses

Both the accelerated and heterogeneous groups had
received instruction on fractions during November and
December of 1986. Near the later part of March 1987 they
were given a set of five fraction examples to do, The first four
examples were closely related to specifically what the studen:.;
had been taught. The fifth example unusual and required



the students to fall back on their own resources to find a
solution. The test exercise is shown below:

+ 1 _
3 4

2. _ -
5

3. Which is a r7 _
larger?

4. Fill in the circle to make 0

Problems
common to
the instructional
programs of
both groups

the statement true. 8 5
An uncommon
problem --> 5. Fill in the circle to make 0

the statement true. 5
=

4

The results of the exercise are set out in the table below:

Proportion and percentage of correct responses
Problem # 1 2 3 4

Accelerated group(N - 31) E 71% H 81% Vi 42% 65%

Heterogeneous group(N - 24;E 83% Fi 71%13 15%
24 67%1A 58%

Table 1.

Analysis of Student Responses

As can be seen from Table 1, the addition problem
(problem 1) was completed correctly by 71% of the accelerated
group and by 83% of the heterogeneous group. The subtraction
exercise (problem 2) yielded similar results with 81% of the
accelerated group and 71% of the heterogeneous group
performing it correctly. It appears the two classes were
performing equally well as far as addition and subtraction of
simple common fractions was concerned.

750

Problem three (Which is larger?) posed significant
difficulty for many of the accelerated students. Only 42% of the
students were able make the correct decision, while 75% of the
heterogeneous group (essentially the same students who had
successfully completed the addition and subtraction problems)
performed this exercise accurately.

Problem four didn't seem to be quite so difficult for the
accelerated group and 65% them were able to do tl example.

The first four problems were taken from the usual fare
given to students in their study of fractions. Even though the
results were somewhat similar as far as getting right answers
was concerned, interviews revealed some fundamental
differences about how the students viewed fractions and made
decisions about them. The accelerated students seemed to
center their attention on a ritualization of the mechanical
processes associated with the usual algorithms for fractions.
They looked for relationships between the symbols themselves
without regard for what the symbols meant. For example,
consider one students' explanation of why he chose 4/9 as being
larger than 3/7 (The students had not been advised as to whether
their responses on the test exercise were correct or not, nor
were they told until all t' e interviews were completed.):

Student: If the top number is more for the one(fraction) than
the other(fraction), it would be larger.

Interviewer: I'm not sure I follow. Could you show me what
you mean?

Student: Like in this (referring to problem three in the test
exercise), nine is five bigger than this four (in 4/9) and the seven
is only four bigger than the three (in 3/7), so 4/9 is bigger than
3/7.
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Even though this student's response was included among

those making right answers. Although he verbally expressed the
belief that the fraction symbol meant to cut something up into
equal portions, he looked at the relationship between the
symbols 4 and 9 and tried to make his decision based on the
numerator-denominator relationship of the numbers. ( Could it
be that his rule had worked often enough that he had adopted it
as being reliable?) He was not making random judgements
about comparing fractions, but was very consistent in his
procedure. He thought, like the students noted by Rumelhart and
Norman (1981, pp. 355-356), that his procedure made sense.
When asked to compare 5/8 and 4/9 he was happy with the result
and could not "see" that there was something wrong with 4/9
being larger than 5/8). This student, as Confrey (1984) has
noted about others, perceived mathematics as being "out there"
and unrelated to any personal meaning.

As the interviews with the accelerated students continued,
it became apparent, even though they had produced right
answers, that the large majority of them had misconceptions
similar those possessed by the student just described even though
they had produced right answers. If the accelerated students
had been expected to provide some rational for their decisions as
a part of the testing program, the picture would indeed be
gloomy. It turned out that only three of these accelerated
students (10%) perceived meanings in the symbols and
operations they were performing. The ritual of moving and
operating the symbols was performed without concern that the
movements should somehow make sense in the sphere of their
experience . The learnings this group had been exposed to
apparently gave little opportunity for reflection on how the
leamings might be related to common experience, and, even
more importantly, how those learnings might help them
quantify and solve problems about their world in general.
Schoenfeld (1982, p. 29)was perhaps referring to similar
observations as those noted here when he stated that

74 ,-),

All too often we focus on a narrow collection of well-
defined tasks and train students to execute these tasks in a
routine, if not algorithmic fashion. Then we test student on
tasks that are very close to the ones they have been taught. If
they succeed on those problems, we and they congratulate each
other . . .(but) . . . to allow them, and ourselves, to believe that
they "understand" the mathematics is deceptive and fraudulent.

The students in the accelerated group viewed their teacher
as the source of mathematical rules. They also believed that they
must know the rules before they could proceed. They also
exhibited dependent behavior by constantly trying to include the
instructor, or the interviewer in this case, as an element of their
problem solving strategy.The students constantly attempted to
get the inwry :ewer to tell them what to do or verify their
efforts. They could not decide for themselves if they were
making sense.

The heterogeneous group, on the other hand, had
developed ways of viewing the symbols and operations on
fractions that related them to common objects and elements of
their own experience. These students expected to be able to
solve the problems and did not seem inclir. A for the most part to
try and include the interviewer in the discussion as the ultimate
determiner of right or wrong. They understood that it was their
job to figure out the problems and explain their solutions to each
other and to the teacher. They did not seem tied to rules, but
rather used their own logic to figure out what needed to be done
in particular situations. For instance, consider the following
excerpt from an interview with one of the students who had
responded correctly to which is larger 3/7 or 4/9:

Student I decided by just multiplying 7x 4 and and 9 x 3.
Seven times four is larger than nine times three, so 4/9 is larger.

Interviewer. How does that help you decide?



The student drew the sketch below:

7ths

9ths

He argued: If I cut the rectangle into 7ths one way and 9ths the
other, then each 7th has nine pieces, so three of them have 27
pieces. Each 9th has seven pieces, so four of them have 28
pieces. Four ninths has 28 so it's more.

This student could also show that her method of deciding

worked using other physical materials as well. She had acquired

some referents for the fraction symbols that served as a

foundation for the method she used to decide which was larger.

Her possession of a way of viewing fractions that was related to

her experience gave meanings that she was able to extend to the

unfamiliar example represented by problem five in the test

exercise. She had completed it correctly. Her approach was

representative of those used by other students in the

heterogeneous group who had also successfully solved problem

five. When asked how she knew her solution was correct, she

7 c:

sketched the following figure:

J Fourths

Fifths 1
=

5 4

She explained: Each fourth has five pieces so 3/4 must have a
vtal of 15 pieces. If they (the two fractions) are equal then
there must be 15 pieces for the other fraction too. Each fifth has

four pieces so three fifths has 12 pieces. So I need three more
pieces from the next 5th. That is 3/4 of a fifth, so the number
that goes in the circle is 3 314.

None of the accelerated group managed problem five or

even came close. Their efforts focussed on trying to figure out

some relationships between the symbols, but none of them

possessed referents scheme that wou1.1 allow them to reason

their way to a solution. However 14/24 (58%) of the

homogeneous group did the problem correctly and could

explain how they knew their solution was correct. There was an

additional two students who conceptually knew what to do, but

didn't know how to write down the results of their thinking in

numerical form. If these two students are given credit for

understanding what was required, that would make a total of

67% of these students being able to address and solve problem

five successfully. The difference between the two groups seems

to be in the fact that one group held some referents based on

experience with physical objects combined with an expectation

that it was their job to figure out what was going on and explain
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their decisions. The other group did not possess adequate

references for the symbols and held an expectation that

understanding was to be provided them from external sources.

The interviews with the students of both groups pointed to

some fundamental differences in the way the students were

thinking and what they perceived their role to be in the

mathematics classroom. The following statements summarize

those differences:

Accelerated Group
I. Students directed

their attention to
symbol manipulations
to symbolic relationships

2. Students expected the
teacher to decide
whether answers were
right or wrong.

3. Students expected
the teacher to show
them how to do the
problems.

Heterogeneous Group
I. Students directed

their attention to
referents for the symbols
drawn from experience
with real objects.

2. Students expected to
figure "it out" for
themselves and make
decisions about right
and wrong themselves.

3. Students expected to
show the teacher
how they worked
out the problems
and how they knew
their work was
reasonable.

COMPARISON OF INSTRUCTIONAL PROGRAMS

The instructional programs for the two groups will be
discussed in terms of the differences in instructional goals, the
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underlying assumptions for the instructional program of the
experimental heterogermus group, the problem of evaluation ,

the role of physical materials, and a classroom example of how
the physical materials were actually used.

Differences in Instructional Goals

The goals for the accelerated group as perceived by the
teachers and expressed in the curriculum guide provided by the
school district was aimed at mastery of basic skills at a high level
of proficiency. Achievement of the goals was accomplished by
the instructor demonstrating the algorithm and then providing
considerable practice from textbook pages. Textbook practice
was supplemented by drill sheets containing selections of
problems aimed at establishing the procedure in memory as an
automatic response . Each topic was fragmented into a series of
subskills illustrating a step by step approach to a general
concept. Attainment of the goals were measured by a
performance of the algorithms on a timed paper and pencil test.
The decision as to the correctness of responses was determined
by an answer keys administered by the teacher. All in all, the
program was typical of the usual textbook and management
approaches to the mastery of arithmetic mills.

The goals for the heterogeneous group differed in that a
particular algorithm or procedure which could be used to
produce answers was not the aim of instruction. 'The most basic
and most important objective was to put the children in a
position to answer the question, "How can you tell for
yourself'?" This was accomplished by assisting the students to
acquire a base upon which to build meanings, reason out
answers, verify and prove to themselves the adequacy of their
own decisions and become confident and sure about their own
thinking. Any particular computational scheme was to arise
from the student's own decisions about how things work as
opposed to being presented authoritatively by the instructor.
The realization of such goals would be impossible if the students
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were taught by drill, by lecture, by telling them how to do
problems, or by other popular methods which insulate the
student from complete immersions in conceptualizing for
himself or which preclude the necessity for him to solve
problems daily and determine for himself whether he has solved
them sensibly.

A major feature of the instructional program for the
heterogeneous group was the reversal of the traditional student-
teacher role. Students solved problems and explained their
solutions and showed the correctness of their work. The teacher
asked questions , listened to explanations and doubted. He was
never an expositor or authority about right or wrong. The
authors working definition, "A child doesn't understand if he
has to use a rule or pattern" served to guide the instructor in
determining whether understanding had been achieved.

The Problem of Evaluation

The usual tests of mastery involving paper and pencil tests
posed a unique barrier to progress in terms of problem solving
and thinking. Tests used indiscriminately for evaluation reward
children for procedural accuracy but are generally unable to
detect that the children may have little or no understanding of
what the answers mean or the conceptual considerations
involved. This fact has been amply noted in the preceding
sections of this paper as well as by others such as Whitney
(1985).

The presenters have noted that children can be roughly
categorized into four groups on the basis of right and wrong
answers produced on paper and pen:il tests (Peck, Jencks &
Connell 1987). There are those that have a procedure that may
produce right answers, but the students lack or have fuzzy
conceptual understandings. A second group has sound
conceptual understandings and procedures for expressing their
understandings. A third group has correct understandings but
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have made inadvertent errors or possess an inefficient
computational process. The final group has neither process or
concept available to help them perform well in the test situation .

To avoid the dangers of causing the children center their
attention on answer production or the memorization of rules at
the expense of conceptual understandings, the instructor used
brief interviews to supplement written work and test results.
The interviews attempted to see if the students had acquired
meanings and conceptual understandings of the operations or
problem situations. A student may have written a correct
response, but if he lacked the proper conceptual understandings
associated with the situation, he was placed with those needing
further instruction. The students soon sensed that it was more
important to search for meanings than it was to simply acquire a
skill at producing answers.

The Role of Physical Materials

The instructor believed that children construct and
reconstruct their own knowledge in order to make sense of it.
This assumption suggested that the children required
experiences that permitted them to construct their own
understanding. To accomplish this end, it seemed necessary for
the children to find personal meaning in the mathematics they
studied by being able to relate it to their own experience with
how things work in the real world and how the symbols of
mathematics can be used to describe this experience. Physical
materials were thus considered the logical ground upon which to
build the children's experience background.

As a consequence of experience, children adopt belief
systems that either enhance or obstruct their progress in
adjusting to new or novel situations particularly problem
situations (Cobb 1985). Carpenter, Linguist, & Silver, (1983)
when they reported on the results of the Third National
Assessment noted that students believed that mathematics was
rule governed, superficial, and only subject to Expert external

7 qh _
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authority. These negative beliefs in the judgement of the
authors had to altered to perceptions of mathematics as being
reason governed, substantial and personalized. The instructor
set about helping the students form this belief system by
exchanging the usual teacher role of explainer and judge for that
of question asker, listener and doubter(Peck, Jencks &
Chatter ley, 1980). He encouraged the students to explain to each
other and bounce ideas off anyone who would listen as they
struggled to define and conquer a problem situation. The
instructor insisted their conclusions and answers be in terms of
showing how they were organizing the materials and how they
knew for themselves they were making sense. Reward was
withheld until the students could show clearly from the
materials that their reasoning was valid.

There is nothing new about using physical materials to
develop mathematical ideas, nor does their use automatically
lead to desirable outcomes (Holt ,1982). The presenters have
often noted that when physical materials are used to merely
illustrate a rule or to demonstrate a principle, the desired
understandings which permit the children to use the ideas
acquired as a basis for reasoning and decision making do not
necessarily follow. The use of physical materials as tools of
decision making combined with the change in teacher role
helped the children view mathematics as subject to their own
reasoning.

An Example of the Use of Materials with the
Heterogeneous Fifth Graders

The students came to the fifth grade experience with
various counterproductive perceptions and strategies already in
place (Peck 1984). It was necessary to modify these views.
Experience has taught that entering an instructional activity
with an already familiar topic (even though the students may be
having considerable difficulty with it) is not productive and
brings about little change in perception. For this reason the
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heterogeneous groups' experience was begun in an unfamiliar
setting. It was determined to begin the heterogeneous grouped
children's experience with the concepts of area and volume since
they had had little or no experience with the concepts involved.

The children were introduced to volume and area by
using some base five multibase blocks. A unit cube was used to
represent a rubber stamp and the back of the instructor's hand
was used to represent a stamp pad full of black ink. The
instructor began by pressing the unit cube to the back of his hand
(the stamp pad) and placing it on one end of a five rod as shown
here:

?1f

He asked, "How many stamps would be necessary to
completely cover the rod with ink?" Using the material supplied
the students soon decided that twenty two stamps would be
necessary to cover the rod. The instructor then posed a problem
by stacking the rods as shown below:

Instructor. Can you find a way to determine the number of
stamps required to completely cover the stack with ink no
matter how high it gets'

The students came up with a number of ways of doing the
problem which they explained to each other, the instructor,
principal and anyone else who happened to enter the room. One
strategy developed by a number of students was exemplified by
Amy's argument:

761



Suppose there are 31 rods stacked up, then each stick on the
front would require five stamps, so there are 5 x 31 stamps on
the front side, and the same number on the back side. Each end
gets 31 stamps, so that's two times 31. Then the top and bottom
each get five.

She then added the subtotals (155 + 155 + 31 +31 + 5 + 5) to
get the final number of stamps required.

Mich 'he other hand had noticed a pattern that
suggested tht of a rod increased the number stamps
required by twelve. His method was to start with the twenty-
two stamps required to completely cover the first rod and then
add twelve each time a rod was added. He could not explain
how it happened at first. The instructor simply indicated he
could not accept his results unless he was able to explain how the
increase of 12 occurred and that it would always continue in that
manner. He and several of his classmates tackled the problem.
They offered the argument below on the following day:

Student: If you start with just one rod, it takes 22 stamps. Now
as you bring up another rod to glue on, it has 22 stamps too, but
when is attached to the first rod there are five stamps that are
lost on each side of the crack.

5 stomps lost
5 stomps lost

That's ten lost altogether so you have only added 12. That
happens each time you add a rod, so that's 12 each time. If there
are 271-)ds stacked together then you start with 22 and add 12
for each of the 26 rods added, so that is 22 + (26 x 12) stamps.

Another variation on this argument was offered by
Cassandra. She started by gluing two rods together to start with.
It took 34 stamps to cover the two rods. She then commenced
building the stack by inserting rods in between the end rods.
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Cassandra argued the end rods retained the same number of
stamps but that each rod inserted could only be stamped on the
front and back and the two ends making a total of 12 stamps
added each time.

The instructor posed variations on the problem the
problem and provided for repetitive practice of the conceptual
ideas underlying finding the surface areas of various
configurations . (Practice time was never devoted to mechanical
procedures, but only to conceptual ideas and problem
situations.) Two examples are given below:

By asking the students to find the number of cubes and the
numbers of stamps needed to cover various figures built of
cubes, the students learned to deal effectively with both surface
area and volumes in a great variety of situations and
circumstances. They also systematized some effective methods
of doing so for themselves. Once the children were effectively
in charge, the number of lift' squares (stamps) needed to cover
a region or object was defined as area and the number of cubes
required to construct the object as it's volume. t^)
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There was a gradual alteration in the perceptions the

children held of the instructor and their own role in engaging
mathematics. It took almost three months of activities similar to
those just described, however, before the children began to lose
their tendency toward establishing dependency networks and
expectations that the instructor would eventually bail them out
by providing a procedure they could memorize. They began to
explore and solve more significant problems and even began
posing themselves questions to explore. By mid year, the
students were deeply involved and had developed the positive
perception:, and strategies described earlier in this paper.

SOME CLOSING COMMENTS AND SUMMARY

It would be nice to be able to say the program worked
perfectly and that all the children in the heterogeneous class
were positively affected. Six of the children in the
heterogeneous experimental class were unable to break out of
their dependency patterns and use the materials as a basis for
thinking, reasoning and building mental roadmaps to guide them
in their problem solving efforts. Two of these children had
dyslexia. The remaining four attempted to standardize the
manipulations of the objects and commit these manipulations to
memory in much the same way they attempted to mimic the
movements of symbols in an algorithm. Yet, from the
observations presented here, it b-comes evident that the
majority of these children (about 75%) of them were in a
superior position to the accelerated group in that they could
independently solve problems, think clearly and justify their
efforts at finding soNtions.

In summary, a mathematics program for an accelerated
class of fifth graders based on teacher explanations and
extensive practice of the algorithms for operating on fractions
led students to center their attention on fraction symbols without
regard for underlying meanings. Although many of these
students produced right answers, for the most part they lacked
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meanings that would help them to interpret results and decide
whether they were making sense. Interviews suggested the level
of success accorded the students by placement in an accelerated
program was not warranted

A heterogeneous class of fifth graders performed as well
the accelerated group on addition and subtraction of fractions as
regards right answers. They had acquired a set of referents and
meanings for fractions based upon instructional activities with
physical materials used as tools for decision making and
thinking that helped them solve unfamiliar problems and
interpret the results of their own thinking. Although ranking
far below the accelerated group in ten.is of placement via test
performance, the heterogeneous gra.. i proved themselves to be
better able to address the cognitive ask,lcts of mathematics and
think for themselves.
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PRECONCEIVED KNOWLEDGE OF CERTAIN NEWTONIAN CONCEPTS

AMONG GIFTED AND NON- GIPPED ELEVENTH GRADE PHYSICS

STUDENTS

W.A. PLACEK, PHYSICS DEPARTMENT, WILKES COLLSGE.

WILKES-BARRE, PENNSYLVANIA 18766 (717) 824-4651

The purpose of this study was to see whether non-gifted physics students have

more difficulty with certain mechanical concepts than their gifted counterparts. The

instrument used for this study was a Preconceived Knowledge Test which

consisted of nine simple drawings and five tasks involving the motion of ordinary

objects encountered in everyday life. The newly compiled test was administered
to 2.5 gifted and 24 non-gifted eleventh grade students. Both sample groupswere
completing the same high school physics course. The gifted students were found
to consistently earn higher grades in physics than did their non-gifted
counterparts, However this was not the case with the results on the Preconceived

Knowledge Test. On several of the fourteen items the non-grifted sample did

appreciably better than the gifted sample and were nearly even on the other seven

items. This suggests that even gifted students encounter lifficulities in grasping

certain basic mechanical concepts. Possible reasons for this discrepancy should be

explored including implications for physics teachers. This study was derived
from previous studies done by McDermott, Clement, Osborne, Minstrell and
others.

In order to compare the gifted and non-gifted students with regard to their

levels of misconceptions the problem was considered as the null hypothesis:

Ho; There is no significant difference in the levels
of misconceptions concerning certain mechanical
concepts between gifted and non-gifted students
currently taking the same physics course.

Forty-nine students taking an honors physics course with the same teacher and
text bock were chosen for this preliminary study. Twenty-five students were

identified by the school as gifted with an average IQ of 146 and twenty-four

students were non-gifted with an average IQ of 116.

These students were not identified as gifted or non-gifted for purposes of being

placed in the honors physics course and were mixed fairly even between both
physics sections. The physics teacher was also unaware of those students
identified as gifted, which incidentally in Pennsylvania requires an IQ of 130 or
higher.

An interesting but not surprising relationship between IQ and grades was

immediately evident when comparing the gifted and non-gifted samples. The
grade for the first marking period which covered Newtonian Mechanic-, the

relevant concepts to this study, were appreciably higher for the gifted students.

An average grade of 91 for this marking period for the gifted group and 80 for the
non-gifted group. The physics grade for the entire year showed a similar and
appreciable difference. An average final grade of 93 in physics for the gifted
students and an average final grade of 81 for the non-gifted students. There is

sufficient data available to shc w that the correlation between IQ and grades are

very high. However, it is not certain whether the correlation between IQ and
creatively and imagination is equally as strong.

This study attempted to compare the level of misconceptions between the gifted

and non-gifted students. Fourteen items dealing with ordinary and everyday
motion were chosen as test items. Nine wre drawings involving Newtonian
motion found in most physics textbooks. These include the following: (1)
picture of a pendulum whose string is broken and the student is asi.xl to indicate
its path; (2) a picture of a rocket with its engines firing and the student is asked to
indicate its path; (3) a picture of a cannon firing a ball from a horizonital cliff and
the student is asked to indicate its path; (4) a picture of a ball moving in a
horizontal circle at the end of a string and the student is asked to indicate its path
when the string breaks; (5) and (6); a ball is bounccd off a table, thrown
horizontially and is shown in two positions once as the ball is falling toward the
table and in a second position as it bounces up from the table. The student is
asked to draw the direction of the force or forces on the ball in each position; (7,8,

and 9)/ a ball is thrown straight up and falls back to the ground. The ball is shown

in three positions first on its way up, a second position at its very peak and a third

position as it falls downward. The student was asked to draw the direction of the

force or forces as the ball in each of these positions.



Included as part of this test were also five tasks. These included the following:

(10) The student was given a lead and aluminum tall of equai size and after having

determined that one was heavier than the other was asked to predict the manner of

their decent if allowed to fall together. (11) a ball was released in an elevated end

of a plastic tube-placed horizontally on the table of about 3/4 of a complete circle.

The student was asked to predict the motion of the ball as it emerged from the

distal end. (12) a ball was released in an elevated end of a plastic tube also place

horizontally on the table but this time the tube was coiled around to complete three

circles and the student was asked to predict the motion of the ball as it emerged

from the distal end. (13) The student was instructed to demonstrate how he/she

would release a puck in order that it would complete a quarter circle track without

leaving the track. (14) The student was asked to walk briskly with a tennis ball

held at his/her side and instructed to release the ball so that it would fall in a coffee
can placed on the floor.

For the sake of space economy a complete description of these activities has

been deleted however, one can get a better idea of the activity by refering to the
pictures at the end of the paper.

For the purposes of this study, responses to the nine questions and five tasks

of the Preconceived Knowledge Test were considered either correct or incorrect

according to protocol established by researchers presently studying preconceived

knowledge of mechanical concepts (Clement, 1982; McCloskey, 1983;
McDermott, 1984; Viennot, 1979). All judgments regarding the correctness of the

14 responses were made by this researcher in order to minimize variations in bias
and interpretations. For a response to be designated as correct, for purposes of
analysis, only the answer had to be correct, regardless of the validity of the

reasoning used in arriving at the answer, No effort was made to account for valid

explanations given for incorrect responses or invalid explanations given for correct
responses. The face validity of the Preconceived Knowledge Test, assumed as

part of this study, was derived from those recent studies, previously cited, dealing

with preconceived knowledge (Isaac & Michael, 1982). The reliability statistics

concerning the items on the Preconceived Knowledge Test produced a

Kuder-Richardson coefficient of .60584.

7
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The newly compiled but unvalidated Preconceived Knowledge Test was

administered to the physics students using the Piagetial interview method. The

test consisted of nine written questions and five task questions dealing with

motion of common objects involving certain mechanical concepts and was

administered individually to all subjects. The average time required for each

subject to complete the written and task portions of the test was 30 minutes. The

student responses on the Preconceived Knowledge Test were tested as the
dependent variable and giftedness as the independent variable and was compared

using the chi-square analysis. The questions represented different concepts of

motion, therefore, it was decided to separately analyze the relationship for each of

the individual questions of the Preconceived Knowledge Test.

The data were presemed to fit 2x2 contingency tables with 1' of freedom.

Consequently, the Yates correction was utilized and the test for significance was

chosen at the 1%-level (Ferguson, 1966). The responses on each question of the

Preconceived Knowledge Test given by each subject tested were scored as either

correct (+) or incorrect (0). The chi-square method was chosen because it relates

only to frequency data and required that each individual event is independent of
each other. Since the hypothesis under investigation in this study was stated as a

null hypothesis and assumed to be true, a calculated value of x2, which was

greater than the critical value required a rejection of the null hypotheses. In order

to test the hypothesis, the gifted sample was compared with the non-gifted sample

on their responses to questions on the Preconceived Knowledge Test.

The table shown at the end of this paper includes the results on the fourteen

items and the calculated chi-square values and probabilities. The chi-square values

do not indicate any significant difference at the 1% level for any of the test items.

Consequently the hypothesis can be accepted under these conditions.

Research on the nature of preconceived knowledge in the physical sciences and

on its implications to science learning has provided an exciting new perspective for

viewing giftedness, particularly as it relates to the learning of science. The present

exploratory investigation has attempted to expand the model of giftedness by

examining preconceived knowledge dealing with mechanical concepts in gifted

and non-gifted students of similar academic training.

770

387



388
Conventional testing in the sciences has traditionally emphasized isolated facts

and empirical relationships. It has generally been assumed that gifted students

demonstrate mere advanced cognitive abilities, such as problem-solving, than the

average student of the same chronological age (Stanley, George, & Solano,

1977). The results of the present study may help determine whether some

cognitive abilities, such as those associated with the structuring and internalizing

of preconceptions dealing with mechanics, may not develop spontaneously,
simple a: 2 concomitant of the advanced intellectual development associated with

higher I.Q. scores. Also, the present study may indicate the percept;ons of the

physical world held by most students are based on more than the level of
intellectual development, cognitive skills, or the amount of formal science
instruction received.

Renzulli (1978) had cautioned educators not to determine a priori giftedness

upon IQ alone. For to do so, according to Renzulli, would ignore students who

possessed intellectual and non-intellectual skills not measured exclusively by tests

of intelligence or creativity. Ludow and Woodrum (1982), examining the problem

solving strategies of gifted and average learners (determined by IQ scores),

showed that gifted learners at the elementary level do not necessarily develop

problem solving abilities as a natural consequence of higher IQ's. De lisle and

Renzulli (1982), using various behavior models to determine giftedness rather

than personality and intellectual traits, have shown that a student's concept of self

is more likely to result in academic success than the IQ or rank in class. Their

study showed that 56% of their study population, consisting of middle and

junior-high school students, who do not meet the IQ requirements for inclusion in

a figted program demonstrated gifted behavior on tasks and projects of interest to

the student. De lisle and Renzulli (1982) suggest that students in a traditional

gifted program (based on IQ tests) lack both direction and knowledge of their roles

as "gifted" students. Consequently, De lisle and Renzulli (1982) warn that the

exclusive and stringent use of IQ scores or achievement tests for identifying the

gifted students is indefensible on the basis of current research findings.

A recent study by Davidson and Sternberg (1984) examining the role of

"insight" in intellectual giftedness revealed that a students "insightful" grasp ofa

particular question or problem is not a direct function of either IQ or grades.

7 7

In some cases the so-called average student seemed to demonstrate a greater

-feeling" for the question or problem than did the gifted student. This would

certainly support the findings fo the present study that understanding of physical

concept derived from preconcei% ed notions are not necessarily facilitated by

intelligence based on IQ scores.

Apparently one cannot consider the student to be neutral or innocert in his/her

appreciation of the mechanical world. The concepts taught in the classroom find

resistance and sometimes total rejection resulting from stable preconceptions that

students have constructed over a number of years of interacting with their
environment. The present research, was intended to increase awareness for a
possible expanded or new model of giftedness which may include preconceived

knowledge as one of the criteria to be included in the determination of giftedness.

It can also aid in the development of instructional strategies which enhance a

correct understanding of science concepts on the part of the student, rather than

their rejection which the literature indicates is currently the norm.
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TABLE OF RESULTS

Correct Responses on Preconceived Knowledge Test for Eleventh Grade Sample;
ChiSquare Analysis for Giftedness vs. Responses to Ouestion

d.f. = 1

QuesPon M Gifted NonGifted .Yates x2
N.25
is %

N=24

n %

1 15 60 11 46 .500 .4796
2 06 24 08 33 .165 .6843
3 21 84 21 87 .000 1 000
4 16 64 11 46 .982 .3218
5 04 16 08 33 1.163 .2809
6 02 08 07 29 2.383 .1226
7 02 08 04 17 .239 .6247
8 11 44 12 50 .018 .8931
9 24 96 21 87 .319 5724
10 14 56 05 21 4.983 .0256
11 20 80 17 71 .171 .6791
12 18 72 13 54 .996 .3182
13 14 56 14 58 .000 1.000
14 23 92 19 79 .766 .3816
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ALTERNATIV FRAMEWORKS ABOUT THE LEARNING OF CHANGES OF

STATE OF AGGREGATION OF MATTERsSORTING OF ANSWERS INTO

MODELS

JOSEP RAFEL and CLAUDI MANS (Institute "Caries Ribs" and

University of Barcelona. Catalonia.Spain)

1.- Introduction.

Secondary school pupils usually leave primary school

considering only three states of aggregation of

matterssolid,liquid and gas. Living matter,colloids,and in

general all the dispersions do not fit under that scheme.And

states like plasta,barotriptic,smectic, pnemStic,the

gravitational field,light and other electromagnetic

radiations are not taught in schuols.So,pupils arriving at

secondary school in the best cases have heard something

about only these six changes of states

-Solidification -Fusion -Sublimation

-De-sublimation -Condensation -Boiling

arising from the following outlines

-)SOLID(

1
LIQUID

1
GAS

_____T

Instead of at least , these 24 based upon the

following outlines

OLip(

SMEiIC

PNEMATIC
PHASES

(Mesophases)
VA OR

PLASMANAk.---,BAROTRIPTIC
STATE

i ELECTROMAGNETIC
RADIATION

GRAVITATIONAL
FIELD

\
Any research on the improvement in teaching of equilibria
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between phases in secondary school(including those allowing
the learning of more changes of state than the above

mentioned ones)could look at the ideas that pupils bring at

arrival.

The main purpose of this work is to obtain a small set of

data of pupils aged 14-16 concerning their alternative

frameworks and misconceptions about the changes of state of

matter,in a wide constructivist interpretation of scientific

concepts building as indicated by DRIVER(1983) and by

OSBORNE and WITROCK(1985).

The existence of these misconceptions lead pupils to great

difficulties in the understanding of the scientific point of

view of changes of state. The goals of this research

include finding and identifying the main difficulties that

pupils have in reaching adequate comprehension. So

operational and conceptual influences and their linkages

have been studied.

Mass media interactions have also not been neglected. The

most usual techniques employed in this kind of research

includes questionaires,interviews and class-room

observation.

In this research the first data were obtained 'rom

questionaires on these topics,as indicated in other

works.See RAFEL, PORTA & MANS (1985). and RAFEL & MANS

(1987).A copy of the questions included in the distributed

test is shown in Appendix I.Tne questionair,, consists of

fifteen questions (Q1 to Q15) includin' sets of multiple

choice questions (MCQ) and open-ended questions.

The analysis of the MCQ has been carried out mostly through

the esployement of exloratory *Ate analysis and the open-

ended questions hive been studied using network analysis

techniques,and a brief summary of the results is presented

hove.

2.The Investigation.Saeple and Questionaire.

After several phases of revision of pilot tests a

hnItsdc)i if.)



questionaire was finally distributed to 103 pupils aged (4-

16, (49 boys and : girls);33 of them who attended one

secondary school (18 boys and 15 girls) and 70 who attended

another one (31 boys and 39 girls) in the town of Barcelona

in the school year 1985-86.Both were public schools. The

teachers cams from a common selective system and had more or

less the same educational background.

Pupils attending both schools had similar hose backgrounds

since people livng in the town districts around these

schools belong to the lower middle class.They were selected

for baccalaureate at 13-14 , but not by specific abilities.

The test basically consisted of 11 Multiple Choice

Questions(MCQ) ?where pupils were also asked for their

confidence on the answers they gave; and two open-ended

questions,plus a third one not studied yet. MCQ results are

analysed in Section 3 and the Open-Ended Questions,(0E1D, in

Section 4.

3.- Study of the MCQ responses.

3.1.-Quantitative Results.

The results of the MCQ are summarized in the Table No.1,

where facility should be understood as the quotient obtained

dividing the number of pupils scoring in each question,by

the total number of pupils.

TABLE No.J:

I=ITEM PC*PUPILS CORRECTLY ANSWERING FRFACILITY

PBCRPOINT BISERIAl

I PC F
_ __ _--

CORELATION Or'coefficient/

PBC \ I PC
--_ _ -_ -__

F PBC
- --

2 66 64 .69 \ 9 63 61 .70

3 40 39 .70 \ 10 21 20 .57

4 72 0 .65 \ 11 78 76 .61

6 61 59 .70 \ 13 66 64 .69

7 39 57 .71 \ 14 43 42 .71

8 31 30 .65 \ Average : 54.5 53

NOTE:P.B.C.as a measure of consistency was calculated as

follows:

r=((XM(1)-XM(0//st)*SCIR(px0

where p=proportion those succeding each item; XM(0=mean

score in the whole test; qugproportion which fall, and

XM(q)=1-XM(pl.

3.2.-Qualitative discussion of MCQ results.

Eight out of the eleven MCQ included changes of state as a

principal or secondary target. Two main sets :

a/ including questions 08, 010, Q13 and 011 and

B) including questions 011, 09 and 014 are discussed and

shown as follows:

-08/Given two figures 1 and II,the variation of temperature

is represented against the required time for heating with

a heater: a piece of ice at -15C until it reaches 120C

in a well closed jar.Which is the correct one? (Figure I

did show a continuous curve line and figure II did show

several straight lines growing up from -15'C until 120C,

with horizontal fragments at 0C and 100C)

A) Figure I BlFigure II

C)There will be horizontal D)Both are all

lines in figure II,only right.

by turning-off the heater

-010/You have two pans, A and B, in two identical heaters.

They have the same ammouqt of potatoes,water and salt ;and

they are covered by water during the whole

experiment.Selected heater positions are the same.When "A"

and '13" start boiling,the '13" heater is switched to a

"minimum" position and "A" isn't.

Please,indicate which potatoes are cooked at a greater

temperature:

A)The ones fror pan 'A'

B)The ones from pan "B"

C)Both are the same

(0=17,63 D)The ones from "B" will need a greater time.
& st4.20/

r frl
1 t 79

-013)In winter on a very cold and wet day you wish to dry
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some clothes. Where would they dry better: In the open-air

or in the bath-room?

A)It's the same.Temperature doesn't matter'

B)In the open-air

C)In the bath-room

D)There is nothing to do. You must wait for a better day.

- Q11)Fog is formed by:

A)Boiling water in rivers

B)Vaporized water in rivers

C)Condensation of humid air,after strong cooling

0)Vaporized water from mountain snow

-09)A small jar is filled with ice. The lid is screwed on

tightly and the outside wall of the glass is dried with a

tea towel. Some minutes later the outside wall of the jar

is all wet. Where has the water come from?

A)From melting ice coming through the glass

8)From cold which has converted into water

C)Water already existing in the air sticking to the cold

glass

D)The towel did not dry the water enough

-014/Clouds are formed by water from sea, rivers and lakes.

How does water fort these clouds?

A)Through a boiling process thanks to the heat of the Sun.

9/Through boiling processes but only in very hot seas like

the Caribbean.

C)Through boiling and vaporization processes.

D)There is not any cloud foreAtion through natural boiling

processes.

Pupils got the highest scores ( 76 and 64%) in 011 and

013,and the lowest scores (20 and 30 X) in 010 and Q8,all of

them belonging to set a).

A good reason for the low score in Q8 could be the

requirement of handling of tables or graphics.

Questions 08,C10 and Q13 were all related either to

vaporization or boiling . The great score difference

observed between questions (Q8 and 010) and 013 has shown a

surprising lack of homogeneity;specially between 010 (oith

the lowest score value) and 013, both related to everyday

life events.

Considering set 0), lack of homogeneity appears again: with

only a peak value (76%) for 011, while similar score for

questions 09, Q11 and 014 was expected since they were

writen to test pupils knowledge on condensation under

typical parallel criteria belonging to science-world ideas

schemes.

But lower scores were achieved for 09 (61%) and 014 (42 Y. ),

which suggest alternative schemes in pupils-world

conceptions.

And finally a reearkable association between scoring ;nd

confidence was also found ,which indicated us that

confidence is not always related to the adequate way of

responding.

4. Study of the OEQ responses.

4.1.-NeLworks and assigned codes to answer categories.

The present networks were created under the scheme of BLISS

et al.(1983) and they are shown below. The title of each

studied question is followed by an outline for each

network,for both questions No.1 and No.5( open-ended ones):

FIRST QUESTION WAS:"Sometimes,when camping your tent appears

wet in the morning.Where do you think the water came from?".

Principal headings of the conceptual network included:

TITLE

-WAY OF ANSWERING:

CODE No.PUPILS USIN3 IT

-NO ANSWER 1.1 9

-RATHER WELL 1.2 13

-ACCEPTABLY 1.3 27

-POORLY 1.4 54
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-SOURCES OF HUMILITY:

-FROM THE SOIL 1.5 5

-FROM THE AIR 1.6 37

-FOG AND CLOUDS 1.7 6

-FROM PLANTS 1.8 7

-NONE OF THOSE 1.9 48

-TIME ALLOCATION:

-EARLY MORNING 1.10 19

-BY NIGHT 1.11 42

-NOT AVAILABLE 1.12 42

-KIND OF PROCESS:

CONCRETE (With no sequences)

-NAMING (Only)THE
DEW-POINT 1.13 0

-FALLING
(Like Raining) 1.14 1

-COOLING 1.15 7

CONCRETE (With some sequences) 3

-USING THE IDEA OF
DEW-PONT 1.16 27

-INCORRECT CONDENSATION
EXPLANATION 1.17 16

FORMAL 3

-CHANGES OF STATE 1.18 44

-VAPORIZATION 1.19 7

-CONDENSATION 1.20 33

IRRELEVANT:

-NOT INTERESTING
AT ALL 1.21 3

-FALSE IDEAS ABOUT
CHANGES OF STATE 1.22 3

-TERMINOLOGY:

-VERBAL 1.23 95

-MATHEMATICAL 1.24 8

AND FIFTH QUESTION WASeDescribe your sensation when you put

some cologne or alcohol on your hands.Then,explain what you

think happens?".

7 -. 3

Principal headings of the canceotual network included:

TITLE CODE No.PUPILS USING IT

-TEMPORAL LENGTH

-IN A VERY SHORT TIME 5.1 12

-NOT INDICATED 5.2 91

-SENSATION (Feeling)

-COOLING RELATED 5.3 78

-HEAT(Biology Answ.) 5.4 12

-WITHOUT SENSAT'ON 5.5 13

-PROCESS(Including reactions) :

-CHEMICAL REACTION 5.6 3

-OTHER KINDS
OF REACTION 5.7 2

-TEMPERAT. DIFFERENCES 5.8 16

-HEAT PRDTN.or INTERCHG.5.9 1

-ALCOHOLIC DEGREE
RELATED 5.10 50

-WITHOUT INTEREST 5.11 4

-CHANGE OF STATE IDEAS 5.12 27

4.2 Sorting of pupil answers and fitting them into different
models.

Up to this point the research about the open-ended questions

has been carried out following the network analysis

techniques as described in the literature (BLISS it

al.(1983) and SOLOMON et al.(1995)).From now it will be

necessary to compact the available information.To do so,the

following has been proposed. Considering the available

information cn the use of different kinds of answers,after

the coding operation made as a result of the network

analysis the expected answer pattern for outstanding

responses should include the use of certain codes: 1.6,1.10

or 1.11 and 1.19 or 1.19 or 1.20 in Question No.1 and

5.1,5.3,5.9 or 5.12 in Question No.5.This grade of

excellence was not achieved by any pupil.So,new sorting of

answers into models was prepared as shown in the Table No.2,

where 'T'uTotal No.of pupils per Model,and 'S's No.of pupils

7 R 4
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scoring at least 7 in the MCQ.

Note that quotient S/T , except for fifth model, has been

calculated.

From all these groups, the group formed by pupils with

unexpected answers it is especially interesting for the aims

of this research.

Table No.2:

MODEL : COMBINATION OF :T= TOTAL:S=SCORING :QUOTIENT
: PUPILS : 7 or MORE: S/T

NUMBER: CODES USED :by GROUP: IN MCQ : MS

obtained total score in Mal.

And, as a general trend, homogeneity is obtained between MC0

score and sorting into models according to the use of codes

in the open-ended questions.

-Conceptual networks are not exempt from ambiguity. The

chosen version of the proposed network of each studied
question can be constantly modified and improved, but they

summarize for us the information obtained in the open-ended
questions and allow us to continue our search for a hidden

knowledge structure.

-Quotient S/T ,shown in Table No.2, appears to be a good

air
1 :1.6 and(1.10 or 1.111and : : : indicator of the association between model assignment and

:5.3,and 5.9 pnd 5.12 : 9 : 6 : 67 the achieved score. Their values decrease from 67% for model
2 : 1.2 : 9 : 5 : 56 No.1, to 17%. for model No.4.
3 : 1.3 : 25 : 10 : 40 -Quotients S/M (where S=No.of pupils scoring at least seven
4 :NONE OF THE ABOVE : 49 : 8 : 17 in the MCA, and MuNo.of pupils in each model)were calculated
5 :(1.5 or 1.8)and(5.8 or 5.10): 11 : S : for every question and for the four first models: As a

NAME OF EACH MODEL: lADVANCED, 2- RATHER GOOD

3ACCEPTABLE, 4=POOR ANSWERS, 5-UNEXPECTED COMB.

5.Relations Mal to OEQ.

-Pupils have been classified upon answers fitting to five

models. In the first two models a good association between

the use of the typical codes of each model and the variable

Q (which takes the value Q=1 if a pupil scores 7 or more for

the 11 MCQ,and QuO for scores under 7)was found,after a

crosstabulation studying its Chi-square values. In the third

model the association is much smaller,and in the fourth its

high again, but negative.

-As indicated in Table No.1 similar "r" values have been

obtained in the PCB calculations for each question. Nine

out of the eleven values are ranging between .65 and .71

which are acceptable considering the nature of the test (a

research one instead of an achievement one).

-A strong association exists between assigned model and

general trend coeficients related to the same question
decrease from first model to fourth.Although some

irregularity was found which reinforces the idea that

pupils' ideas are not so easy to foresee as they seem from
the science teacher point of view .

-The sorting presented in this work is an immediate tool

which helps easily to obtain a quantification of qualitative

answers ; which comparison was really difficult.

6.Reflections on the questiona:re design.

Some methodological issues related to the valuation of the

applied techniques for data collection and their analytical

study have been appeared as an interesting complementary

result of this work. A main question arises from this work.

Are both kinds of questions (MCQ and OEQ) really worthy?

Effectively both have been widely useful:

-Thanks to MCQ qualitative analysis it hi's been possible to

confirm that the concepts,relationships and hierarchies on

changes of state for children, are not directly related to

those for science teachers.

I,/
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-With the 0E0 analysis an impressive wealthy world of some

basic alternative concepts related to changes of state of

matter that pupils held has been discovered.

It is quite useful to start a comprehensio
.-..4 the learning

difficulties for concepts which are not so obvious for the

science teacher who usually ignores these alternative

hierarchies and relationships before studying them.

APPENDIX I.

ENGLISH VERSION OF THE QUESTIONS OF THE DISTRIBUTED TEST

1)Sometimes,when camping your tent appears wet in the

morning.Where do you think the water came from /

2)You have a Jar with a tightly screwed on lid,with a small

volume of liquid inside. You heat it and the liquid changes

completely to vapor.What will be the vapor volume/

A)The same as the liquid B)It will occupy

the whole jar

C)The same as the liquid D)Double volume

but only in the higher than the initial

part of the Jar. liquid volume

3)A bus leaves a garage,and begins to run on a sunny day.

What do you think will happen to its tires/

A)The tires are heated and the mass will grow.

B)The tires are heated,but the mass will be constant.

C)The air 'Iris in the tires are greater than when they are

cold

D)The tires are not heated,and the mass will be constant.

4) A ping-pong ball has just been flattened.Which of the

following proposals do you think will be the most adequate

to unflatten it?

A)Put it quickly in dry ice.

B)Put it in boiling water.

C)Put it in the freezer

D)Leave it as an useless ball.

5)Describe your sensatiin when you put some cologne or

alcohol on your hands.Then,explain what you think happens,"

6)Imagine you've just arrived at your winter vacation resort

in a little mountain village.The weather forecast indicates

that the night temperature will reach 20 degrees below zero.

Your friends car will nand some protection for the radiator.

Which of the following products do you recomend to add to

the radiator water to avoid congelation '

A) Oxigeneated water B)Kitchen salt

C/Vinegar D)Sugar

7)Where do you think that the ice on the freezer walls comes

from/

A)From the food humidity.

B)The water that remains,after preparing ice

cubes, on the floor of the freezer.

C)Water coming from the pipes inside the freezer

D)From humidity in the air which enters the freezer when you

open the door.

8)Given two figures I and II,the variation of temperature is

represented against the required time for heating with a

heater: a piece of ice at -154C until it reaches 1204C in a

well closed jar.Which is the correct one? (Figure I did show

a continuous curve line and figure II did show several

straight lines growing up from -15'C until 120'C, with

horizontal fragments at 04C and 100'C)

A) Figure I BIFigure II

C)There will be horizontal D)Both are all

lines in figure II,only right.

by turning-off the heater

9)A small jar is filled with ice.The lid is screwed on

tightly and the outside wall of the glass is dried with a

tea towel. Some minutes later the outside wall of the jar

is all wet. Where has the water come from/

A)From melting ice coming through the glass

B)From cold which has converted into water

C)Water already existing in the air sticking to

the cold glass
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D)The towel did not dry the water enough

10)You have two pans, A and Bon two identical heaters.

They ha.a the same &amount of potatoes,water and salt ;and

they are covered by water during the whole

experiment.Selected heater positions are the same.When "A"

and "B" start boiling,the '8' heater is switched to a

"minimum" position and 'A" isn't.

Please,indicate which potatoes are cooked at a

greater temperature:

A)The ones from pan 'A'

B)The ones from pan "B"

C)Both are the same

D)The ones from "B" will need a greater time.

11)Fog is formed by:

A/Boiling water in rivers

IMaporized water it rtvers

C)Condeneation of humid air,after strong cooling

Co/Vaporized water from mountain snow

12)

12.1 In which of the following months,does the sea water

temperature at the Barceli a beaches reach its highest

values

A)June B)October ClJanua.y D)October and June

12.2 Please indicate the atmospheric preasure in MEXICO,D.F

on a sunny day.

12.3 Please indicate the distance from Barcelona to New

York.

12.4 Please indicate the mass of an official soccer ball.

13)In winter on a very cold and wet day you wish to dry some

clothes.Where ..ould they dry better: In the open-air or in

the bath-room?

4)It's the same.Temperature doesn't matter'

BlIn the open-air

ClIn the bath-room

D)There is nothing to do.You must wait for a better day.

7 8 9

14)Clouds are formed by water from sea,rivers and lakes.

How does water form these clouds'

A)Through a boiling process thanks to the heat o: the Sun.

B)Through boilng processes but only in very hot seas like

the Caribbean.

C)Through boiling and vaporization processes.

D)There are not any cloud formation through natural boiling

processes.

15)Please, compare what will happen if you puncture two

balloons: one filled with water and the other one with air.

Please indicate also the reasons of their different

behaviour.

Note: Question No.12 was prepared only to see the pupils'

estimation capacity

ACKNOWLEDGMENTS: This work arises from a contract between

the Generalitat de Catalunya and the Centre for Educational

Studies, King's College London, University of London to

assist IL the preparation o' Catalan researchers .n science

and mathematics education.The assistance of Prof. PAUL

BLACK is particularly appreciated

The authors also wish to express ieir thanks to CIRIT for a

travel grant awarded to one of the authors (J.R) for a short

term stage at King's College/London (DOGC 13-8-86),to ISABEL

PORTA teacher at the 1.8.'Bernat Nage' for her co-operation

preparing and distributing the tests,and to the Spanish

'Min;,sterio de EducaciOn y Ciencia' for a grant awarded to

J.Rafel enabling him to attend the II International Seminar

on Misconceptions and Educational strategies in Science and

Mathematics(1987),Ithaca(N.York).

Literature references:

BLISS J.,MONK & OGBDRN(1983),'Qualitative data Analysis for

Educational Research'. Croon Helm,London

DRIVER,Rosalind(1983)'European J.of Sci.Education' :. '.p 34

7 2



OSBORNE R. & WITROCKI19851,'Studies in Sci. Education'12

pp59-87

RAFEL J. ,PORTA I. & MANS C.11985rLos cambios do estado de

tregacion de la materia:Deteccion de pre-

conceptos'.Proceedings from the 'III Jornadas de estudio

sobre la Investigacion an la escuela'.Sevilla pp113-116.

RAFEL J. & MANS C.(1987)'La didictica dels canyis d'estat

d'agregaci6 de la matkria:Utilitzaci6 de les anklisis de

xarxes conceptuals en la detecci6 de pre-conceptes' Accepted

for presentation. 'II Congreso sobre Investigacidn en la

Didictica de las Ciencias y de las Matemiticas'.Valencia

SOLOMON J.,BLACK P.,OLDHAM V. & STUART H.(19851 'The pupils'

view of electricity'. Eur.J.Sci.Educ.,Vol 7,No.3, pp 281-

294



400
NON Comessibe if Natter.
A Abaisolasormetts sparsesa.

by Lena RenstrOm
University of 66teborg, Sweden

My pupils and I were talking about whet would happen if we slightly heated
e piece of wood on a stove One pupil said. /know Met woodcan Om/ My
reaction to that was You mean boil like boiling potatoes? He replied. No.
/Ike water Another pupil said. There wil/ Pe more atoms in it when it is

I em a teacher with a constructive view of learning and this led me to
carry out some research in the EKNA -group with Dr Bjorn Andersson on
pupils' perception of boiling (Andersson, Renstrem, 1979) and heating
(Andersson, RenstrOm, 1981). This background did however not help me in
the described situation The more I found out about pupils' conceptions
concerning a special area, the herder it was to teach In the teaching
situations I recognized conceptions in whet the pupils said, but this
recognition alone did not help me organize better teaching contexts or
devise strategies for teaching. I needed something more

Even if the pupils are taught a greet deal about atoms end molecules, they
do not use these concepts to solve chemistry problems. If they do, they do
it in a «wrong« way, es the pupil mentioned above There will te more
etoms in it when it is wenn Here is another example One of my pupils en
average boy in the eighth grade, who has been taught chemistry for more
then a year and a half, asked me What is an atom ectuelly? Whet can you
do for a pupil who obviously wants to know about atoms when you already
have tried all the variations and strategies yid are familiar with

To be en efficient chemistry teacher, I needud to know what relationship,
if any, exists between different conceptions It was not enough to know
about existing conceptions: I needed elms kind of structure or hieramhical
model showing the relationship between th:, concepticpcc. As the 1:teriture
on the sw..ject was limit' ' was neossart! to concfoct a new model

Chemistry deals with d S stv :nixes at a made of and whet
happens when they ere ether. fhe:efore 1 had to find out whet
conceptions the pupils ..o. .4 vanoi: ;ootaces, qmattera, and in
what ways the conception., ,night be rJlated.

Two things made me certain that there must be a structural relationship
among different conceptions First, I come to en understanding concerning

:11 0I /4

chemistry and hopefully some of my pupils, who now have these strange
conceptions, will reach the same understanding some day Second, some
definitions of learning, which have been introduced by a research group at
my department in Goteborg and will soon lead us to the subtitle of this
paper A phenomenogrephic approach, have become a pert of my thinking
about conceptions Cherectenstic for phenomenogrephy is that when the
reseecher is «pinning down« a certain way of understanding a phenomenon,
they ere looking for the most distinctive cherectenstics of the
conceptualization end is aiming et a structural description (Marton,
1986) In phenomenogrephy the objects of study ere of a relational
character; i e e statement is seen as a relationship between the
individual and aspects of the world around him/her A
phenomenogrepher is trying to describe aspects of the world as they
appear to the pupils and not how they are in fact. This important
distinction is made by Marton (1978, 1981) and means that the
phenomenogrephers have adopted a second-order perspective

We will socn go deeper into the phenomenographic definitions. First I
would like to make some comments about chemistry teaching es I have
known it. Once I was the one, who was looking et my teachers, trying to
understand whet they were saying and not being able to ask questions.
Now, I was the teacher and I was exposing mg own pupils to situations
similar to the ones I had often found uncomfortable. Even if I was e
teacher of my time And had the pupils' own thinking es a point of departure
for teaching, I could see myself in my pupils. Furthermore, even it I had
come to en understanding with the subject and become a chemistry
teacher, I once more fcund myself to be the one, who did not understand. I
di not understand the puoil who said. /know that woot/ cen Poll

Today I believe I know how to ask the next question and today I have ideas
about the relationship between conceptions, including the conceptions
behind the two answers /know that wriod ran Poll and There will he more
etoms m it when ;1 is wean

The research problem

My research concerned the following question:

How do the pupils conceptualize matter?

This question was essential because I had to be sure that it would cover es
many aspects or thinking about matter es possible Otherwise I could not
search for the relationship between the conceptions This question was
divided into three parts.
I The first concerns how the pupils conceptualize venous substances such
es a grain of salt, water in a cup, a piece of iron, oil in a cup etc. and the
present phase of the substances.
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How do the pupils conceptualize what various substances
are made of ?

After the pupil has had an opportunity to recognize the substance X, I
asked questions about the substance in the following way

- X yes, what is X?
- What do think X is made of?

Can you drew it?
Suppose we have a machine that enlarged X so that we could see how X

is built up, what would we see?

2 To reach a deeper understanding of how the pupils conceptualize these
questions, the second part of the question is

How do the pupils conceptualize the substance X, when X is

e/ divided,

b/ heated (first a little and then very much),

c/ cooled, and

d/ interacting with other substances.

Of special interest here is of course, if the pupils need the atom ccuicept
or not, when they talk about the substances. If they do, in what way do
tt j use the concept?

3. The third pert of the question is

How do the pupils express the atom concept?

The interviews

Information about conceptions is usually obtained through interviews The
interview method I have used is Piaget's revised clinical interview method
(Piaget, Szeminska, 1952). Regarding the concrete matenal on which the
conversations were based, 1 had the following requests.

I/ that the pupils had confronted the substances of wroch the concrete
meenal consisted, and

2/ that these substances had been pertly studied previously.

The pupils were as far as possible interviewed about at least two, but
mostly three substances in the solid, liquid and gas poses.

f$1

One substance at a time was placed in front of the pupil The first question
put to the pupil was a very ordinary one. 'Do you know what this is?'

Only one interview with the pupil. I look upon every pupil as being an
owner of a certain number of concepts about matter Through such
concepts the pupil is able to express his or her view of venous substances.
Because individuals are always active minded, is the relationship
individual - world also repeatedly exposed to development concerning the
concrete matenals chosen My general idea was, that if the pupil received
several opportunities to show as much as possible of his/her concepts
dunng one interview, I would have more information from which to
construct an analysis of their view of matter To reach several contexts I
changed the substance discussed just a little In these situations I

challenged the pupil's ideas, the conceptions, and therefore I call them the
challenges

I wish to descnbe what the pupils express For this reason I have not
mentioned or asked about a concept before the pupil has mentioned it. For
example I have not asked questions like -What is «matter«? -What is a
solid substance? or -Whet is a liquid? If the pupil used a concept such as
liquid, 1 asked. -You said «liquid« What do you mean by liquid?

It should be mentioned here that all the pupils knew that I was a teacher
of physics and chemistry, and that the interviews were to find out their
particular ideas and points of view They therefore knew that every pupil's
ideas were of the greatest importance to me.

Carrying out the interviews. Twenty pupils were interviewed at the
end of the semester in May, 1983. Seventh-graders had one year of study
chemistry, the eighth-graders had two years and the ninth-graders three
years. The pupils were chosen randomly The interviewed pupilswere
dtstnbuted in different grades as follows.

Grade Number Boy =
pupils Girl = G

9

B

7

10

6
4

3 8 + 7G
5 8 + I G
48

7.- 5
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The concrete substances were

Solid sustances Liquids Gase.

Water 2
Oil 2

Salt
Iron 1

Aluminium I

Wood 1

1 Thin pieces 5x 10x0,3 cm.
2 In plastic cups ca 20 ml
3 In tubes

Air (in the room)
Oxygen 3

Carbon dioxide3

The actual interview. At each interview I started by spreading some
grains of salt on the table in front of the pupil, after which I asked Do you
know what this is? Together we drew an enlarged picture of a grain and I
posed questions about the picture.

What is salt made of?
- How do you imagr e salt?
- How do you think it is built up?

Imagine, we had a piece of machinery that made it possible
to enlarge the salt still more .. what would we see?

- What is it you have drawn here?
What is in here (inside and around)?

Then, with my nail, I crushed the grain of salt and asked the following

Can you see?

- Whet happened to the salt?
- You made a drawing like that? What is really happening?
- Could you describe it?
- If 1 choose one of the small pieces here and crush/break it

and then I choose one of those small pieces . how long can
I keep on going?

Is there any piece I cannot crush?

Another grain was chosen as an object of our study Sometimes the pupil
described that one as well This description has been valuable to the
analysis. The pupil was asked.

- What do you think will happen if we put this on a stove and
heat it up just a little . to about sixty degrees (600 Cr

- You said warmer what does that mean?
What is the difference between the salt that has been
heated and the salt that has not?
You draw a picture like this .. does anything happen to that?

SA

- What happens if :t is heated even more?
- Can you draw a picture?

Depending on how the pupil answered the questions above, the following
were determinded

1/ nothing happens,
2/ the salt melts, or
3/ it burns

Usually I repeated what the pupil had said Sometimes I said it in other
words, such as

- You said melt ..
- Could you draw what you told me?
- How do you imasine melting?

Burning .. what really happens?
- Flammable substance .. what do you mean?

After salt I continued with v ter Generally, I put the same questions as I
did when salt was discussed I started from the beginning as if I had
forgotten what the pupil said earlier. They were also asked to describe
what they thought would happen if water was cooled down and then moved
to a freezer

When the pupils had discussed both salt and water separately, the natural
consequence was to put them together We did that in the following way

You said that salt loolf like this (' ~a drawing, the pupil has
nave the opportunity to change his mind about salt - a
challenge )

- What happens to the salt?
- You said water was like that (a challenge)
- What happens to the water?

Salt water? . What is that like?

Afterwards we continued with the other substances iron, aluminium, air,
wood, oil, oxygen and carbon dioxide. Similar quest ions were asked about
all the substances.

All the interviews were done at the pupil's own school Each interview
took around 40 minutes Every intt.mew consisted of roughly 30 problems.
The interviews were all tape recorLd and transcribed completely
Attached to the interview protocols are also the drawings and my notes



From qualitative to contextual analysis

According to phenomenography, there are only a certain number of ways of
expressing one phenomenon in a society; i.e. each phenomenon, concept
or principle can be understood in a limited number of
qualitatively different ways- (Merton, 1986). This implies that every
phenomenon has a limited outcome space, within which the researcher
can find possible thoughts about the phenomenon.

A qualitative analysis of how an individual has conceptualized a certain
phenomenon implies that the researcher works on interpreting the
meaning, the conception which is manifested in a statement. According to
Svensson and Theman (1983), a qualitative analysis should result in the
researcher identifying conceptions and categories of conception, which
have the attribute that they represent a selection as well as a summary
and en organization of the content of the statements.

In a conversation Individuals have to make a large number of quick
assumptions about the meaning in order to reach understanding during the
conversation. An orientation towards understanding is therefore
continuous. We strive for the meaning and therefore we tend to smooth
over all shades of meaning in whet is expressed. This can constitute a
cradle for misunderstanding if we freeze statements and analyse them

detached from their context (Theman,1985). in scientific analysis, the
small shades of meaning are those, which can help us to reach more
differential interpretations of the meanings. For this reason, Svensson and
Theman (op cit) consider that the researcher, when making his analysis,
should keep the statement in a complex context In order to be able to
support interpretations and conclusions more convincingly. This will
provide us with an interpretation on a deeper level. This interpretation of
a phenomenon in a second -order perspective is contextual (Svensson,
1979 and 1985).

When you are looking for the most distinctive, structural aspects of the
relation between the pupil and tie phenomenon In a contextual way, you
will end up with categories of description. Marton says 'categories of
description which, though originating from a contextual understanding
(interpretation), are decontextualized and hence possible to use in other
contexts then in one in which they have been arrived at (1966, op cit p 9).

The amount of Information concerning a given phenomenon, which is
upinned downs, through the contextual analysis in the categories of
description, is also a tool, a part of the contextual analysis. With that as a
point of departure, it is possible to interpret statements, even those with
a poor vocabulary

What is a result? Ply four distinctions

Before my description of the result of this investigation I would like to
make clear what a result, categories of description, means for my study
and how it can best be presented.

I would like to describe my four analysis stages through my own relation
to the content of the four stages and how I have formed my uconceptsg;
e. the result of the investigation My relation to my problem is varying
between what Svensson describes as an atomistic and a holistic approach
to learning.

With these concepts Svensson (1976) expresses differences in skill
concerning how his students understand a text that they have read. Pe is
expressing this aspect in terms of a relation between the students'
understanding of the text and the author's intention with the text.

The first distinction: Identification of conceptions end
categories of conception

According to phenomenography, there is one conception manifested in one
statement. What I had to do first was to search for and identify possible
conceptions and list them in categories of conception.

The statements which form the basis of my very first analysis, a
qualitative analysis, are the pupils' descriptions of various substances, a
fourth of all statements. A qualitative analysis is not at the same level as
a contextual analysis. This implies that not even the results will reach the
same depth as the results of the contextual analysis. However, I see this
introductory qualitative analysis and the distinction that it led to pave the
way for the coming contextual analysis

The focus "f the analysis has been the content of the statements; i.e. In
phenomenographic terms the whet. In order to penetrate and explicate the
pupils' thoughts reflected in their statements, I have used a method
common in phenomenological psychology and the group around Amadeo
Giorgi (1975), (Alexandersson, 1981), namely to write what the pupils
have expressed In other words a couple of times. This procedure takes
time, but during this writing exercises understanding of typical features
of different conceptions will successively be built up.

My ideas about possible conceptions became more and more definite. My
awareness of the possible conceptions expressed by statements finally
took over. The identified conception was now related to the content of the
statement My work had changed chvacter to what I want to describe as a
holistic approach, but it was still at the same level since I was still
forming the same gconceptg.

7 9
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This is called the first distinction.

Time

May, 84

Aug4 Interviewprotocols4

Hol

appr

1

Ato
appr

The first distinction
Categories of conception

E G.
----> D ' Trim

C 0 .

B C)
A S

Figure 1 The conceptions have become a A concept«

The categories of conception could now be arranged according to my
understanding of what conception was most or less advanced.

To this analysis period I would like to add the qualitative analysis of the
pupils' answers to the question What is an atom? Before I describe the
categories of conception and the categories of atom concept, I want to
present tne whole research process so that this first distinction can be
seen in a broader prospective.

The second distinction: Uualitatively different ewhatse are
delimited in categories of description

The second distinction was derived from the phenomenographic definition
of a conception. a conception is an entirety consisting of parts
(Svensson, 1984). Now I had to pin downs and delimit these qualitatively
different entireties and their parts. In phenomenography a conception is
seen as a result of learning, and a sign of learning is a changed
conception. Therefore a phenomenographer is not only looking for a
relation between the entireties but also for a relation between the parts
(Johonsson, Marton, Svensson, 1984)

All statements were now involved in the

8 o

analysis which had a contextual character Statements expressing one
conception were compared with statements expressing close conceptions.
Similarities and differences concerning the «what« of the conceptions
appeared more and more The identified conceptions could be delimited
step by step and be «pinned down as entireties consisting of ports

My relation to the demand, the delimiting of the satireties and their parts,
can be described in the same way as the work with the first distinction. In
the diagrams below a model of categones of description is also included

Time

Apr, 86

Delimited entireties
and their parts.

External what

Categories
of conception

May, 84
c

Interviewprotocols

The second distinction.
The external what of the
categories of descnption

Qualitatively different
entireties

Parts

Figure 2. The delimited entireties and their parts are pinned down and
can now be described as the external what of the categories of
description

The distinction this analysis led to is called the "matter-staircase-house'
according to the form of the description and how it was vanquished, step
by step. The outcome space is seen as a «house«, something the pupils are
i n.

Of particular interest here is the new part in each category of description.
The structure of that part affects all the other parts and therefore
characterizes the whole entirety. The description of en entirety and its
parts can be seen as the underlying structure of the conception a
structure which directs what the pupil expresses in a statement in one
way or another
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The third distinction: allow.' the pupils think about the awhate

Different individuals' statements are not alike even if they manifest the
same conception and are an expression of the same underlying structure
The how-aspect which illuminates the way someone conceptualizes a
phenomenon is a vanable in each category of descnption The way someone
has conceptualized a «what« is seen indirectly in how the whet is
conceptualized The venation in «what« which are described in the
matter-staircase-house can therefore further be dif ferentated and refined
through a new contextual analysis I could now describe 1 internal
what in each category of descnption through the how-eh...act

This time the reading was directed towards how the pupil thinks about the
«what« My research process can be descnbed as follows My relation to
the demand, the how-aspect or the skill with which the pvil thinks about
the ginternal whatg.

Time

Dec

Apr, 86

4
Interviewprotocols

How-aspect and
the internal what

External who
of cat. of descnp

Ho)

ppr

Ato.
,loppr

--)

The third distinction
The how-aspect and the
internal «what« of the cat
of des.,.

Figure 3 My relation to the demand end the modal of distinction

I was now descnbing the pupils' skill in thinking of a particular underlying
structure. The similarities and differences which appeared after reading
about a hundred statements of the some structure can be descnbed best
with the learning approach the pupil expresses. I could relate how the
pupil expresses the gwhatg to my knowledge of the entirety, i.e the
category of description The described entirety corresponded to the
author's intenti.i in Svensson's study. I sew each entirety as they are
described in the mutter-staircaso-house as the potential of each
conception.

If the pupil expresses an atomistic approach he/she will start off focusing

8.'-}2

on and stressing a special gwhatg and then switch over to talk about
another «what« For a conversation partner or an interpreter the last
«what« on appear as if the pupil has a lack of concentration or as if the
pupil just invented something for the sake of having something to say If
the pupil is asked about ihat «whatg he/she will answer / do not kno
According to Svensson it is charactenstic of the atomistic approach that
one cannot relate the first gwnat« to the second For this reason I have
analyzed when, where and how o pupil says /o'onot know, and this has
led to important Information

A pupil who expresses a Kiistic approach does not have to say /do not
know because he/she ccn relate their first gwhatg to the second, which
enables them to vary their two gwhatg. The interesting thing here is that
the relationship between the «what« focussed on and stressed by a pupil
who expresses en atomistic approach and his second «what« is reversed
by a pupil with a holistic approa-4. If the concept figure is used for the
«what« that we; focussed on and stressed first and ground for the second
gwhatg, we can see that the «whatg which is figure for an atomist is
ground for a holist and vice versa Both figure and ground are in a way
present in the learner's consciousness (Merton, 1986).

The wide range of statements which expresses the some underlyirig
structure makes it possible for me to arrange the statements according to
the emphasis laid on the «figures«. Let me take an example. Suppose that
we have four statements which ail express the some conception.
Statements I and 2 express an atomistic approach of learning and
statements 3 and 4 holistic approach In statement 1 the pupil emphasizes
a figure (fig-at) and he just mentions the gi .und (gro -et) In statement 2
the pupil starts off with the some figure (fig -et) but he talks more about
the ground (gro-at), prompting the interviewer to ask about it In
statement 3 we can see how the figu-e (fig-ho) is related to the ground
(gro-ho), while in statement 4 we , II see such an emphasized figure
(fig-ho) that the ground is hardly mentioned A guide to those four
statements and how they can be arranged is proposed in the figure below

Statement 12 1,-6. .1

3 ............4

4 t ..... ...-----e-4

Hol { c"......."--- 3

Ato 2

I'

Figure 4 Four statements and how they can be arranged

With this detailed description I want to emphasize how I have constructed
this simple diagram from an analysis of similanties and differences in
what can be stressed, in what way it is stressed and how it is related to
the unstressed The diagram is like the diagram I have chosen Iv my
description of the development of my research process The difference is

81)R
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that the last diagram does not describe one individual's development.
The diagram does not describe development over time, but as I see it today
it would have been pure luck if this had been the case

One important observation here is as I see it that pupils who express an
atormstic approach to learninc, within all categones of descnption, are
not able to express a phase aspect or chemical interactions Changes are
descnbed through two different pictures of the substance, static pictures,
one picture before the chi% ge and the other after Questions about the
«change« are always answered with /do not A770W If the pupil has
adopted a hohstic approach, the pupil can express changes, phase aspects
and chemical rrutions through choosing a suitable venation of the
relation between the figure and the ground.

Thz fourth distinction: Relation between parallel conceptions
of the categories of description

It was Dossible to make one more distinction in a contextual analysis if
we foc,is on the similanties and differences in the existing «figures« of
the categories of descnption According to the terms of phenomenography,
we are now looking 3t the «how« and the internal what« in an external
person' e (Marton, 1986), which is the demand in my last analysis. My
research alicess can be descnbed as in the figure below.

Time

May, 87
How and internal"-

what in en ex-
tern& persp

How and

-nal what

Dec, 86
Inte. wprotocols

Hol

appr

Ato
appr

ir
Y

rr
It
a

Figure S: Towards the fourth distinctior

The fourth distinction
Relation between parallel
conceptions at different levels

s:e. F.23.

If you look back at the third distinction you will see that an atomistic
figure Is quite different from a holistic one in each category of
descnption The conclusion I can drew from the similanties in the
stressed «what«, the figures, which appear m an analysts of statements
from closely related categones of descnption is that it is possible for a
learner to leave a conception and constitute a new emphasizing either the
atormstic figure or the holistic figure Even already at level H I can track
variations of meanings These vanations within a category of descnption

804

are called parallel conceptions because they express the same
underlying structure.

Of t' 8 four distinctions the fourth is the one that corresponds to the
knowledge which I asked for from the beginning It is also the distinction
whose descnption has to be further refined I am only descnbing the most
obvious similanties In order to descnbe the relationship in a satisfactory
way, it w;ll be necessary for the interviewer to be familiar with the
second and third distinctions

In this paper I want to present the first distinction and the second
distinction

1.--) - .
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The first distinction

The substance is conceptualized as

A. a continuum

The substance exists The pupil cannot say anything
about the substance or how it is possible to recognize
it. The substance is formed in one way as a homogeneous
mass One has to learn what substances look like and
learn their names.

B. a continuum with atoms

There will be atoms in the homogeneous mass The atoms
could be made of the substance (water atoms in water),
or they could be atoms that are the s. Tie in all
substances.

C. a dishomageneous unit

The pupil creates a delimited unit, which can have a
shell, film, peel or skin and some kind of nucleus. In this
unit there can be «taste«, atoms etc. The units can be of
various sizes. Sometimes they are formed as layers.

D. consisting of particles which are
1/ of a continuum 2f like atoms but made of a

continuum

eThe substance is now
in the particles.
There could be another
substance between
the particles.

E. consisting of atoms

The particles of all substances
are often drawn in the same
way Names and attributes

belonging to the atomconcept
are used

The pupil knows what atoms and molecules are, what
elements and chemical compounds are

Despite repetitive analysis of many different statements concerning
descnptions of substances, which express the same conception, I could not
gain any information about how pupils conceptualize the present phase of
the substances Regardless of the form, solid, liquid or gas, the substance
is conceptualized in the same way To put together statements to match
the actual phase of substances and look for phase-specific things, I made
an analysis based on my own thinking pattern about the three phases of
substances

With surprise I realized that even pupils who expressed the conception E
The substance consist: of atoms could nut say what «phase« was One

pupil drew a picture of water and ste-rn (see below) with the comment
?tut / hew never understood whet mates Mel meter end Mel slew,'

O

0000
0000

bs a+ c r
Figure 6 «Static« pictures of water and steam

sleam 0

Joseph Nussbaum (1985), who has also presented a category system
within the same area, and Helga Pfundt (1961) stress that matter often is
conceptualized as a continuum and .slat the matter is 41StatiCe. That
matter is conceOualized as being static is very true. Not being able to
find anything specific for phases became a real problem to me. In order not
to get stuck, I started to tabulate

I/ the pupil' conceptions of the various substances

2/ the number of expressions of each conception, and

3/ the number of expressions per substance and categorg.

The tables did not .elp me further They are interesting and I am glad I
have them, beceuse they provide a good picture of the pupil.

Finally I analyzed the pupils' answers to the Question Whet is an atom?
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The four conceptions of the atom concept

A. No conception

The pupil es nut know what an atom is After three years
of school chemistry one pupil said. I don't Awn*. hew to
drow that / don't rememPer onytffing shout it

6. Atoms are smell «things.,

Atoms are very small ((things. that you can find in matter.
It is the smallest particle in a substance and it is very,
very small

C. Atoms consist of atoms

An atom is the smallest existing particle and an atom is
not indivisiblo Everything consists of atoms, even an
atom. If you divide an atom, the small pieces will be the
smallest existing particles and they will now be the atoms.

0. Atom model

In this category I cannot distinguish answers learnt by
heart from those of real conviction. The pupils draw the
same kind of pictures, a nucleus with electrons in orbit.

Now I had two systems of categones, which I was handling in an
'atomistic' way. The first step towards relating the systems was in an
analysi^., which had a controlling function I wanted to know If a pupil tied
expressed a more advanced atom concept in their statements than in their
answers to the question What is an atom? That analysts resulted in that
two interpretations of 142 were reinterpreted.

In the second analysis I focused on the content, the «whata, end which
pupil had said this 4what«, was disregarded. The first similarities which
Lame into sight wen. very obvious Let us look at the symbols of the two
category systems.

08

Conceptions

of matter

Conceptions

of atoms
No A small Consist An atom model

conception thing of atoms

Figure 7 Similanties between the two systems of categories

Category C - The substance is a dishomogeneous unit - has no place In the
figure above. Whir The next analysis was therefore focused on all
statements without an atom concept, consequently all statements which
express the ceetreuum conception and the conception The substance Is e
drsAemegemeus unit were of greatest interest. I had to find out if the
drshemegeneeus undwas sign of an atom concept, since the pupils
sometimes gave the same Lame to the parts of the unitas to the parts of
the atom.

The analysis was new contextully and the first step towards the second
distinction had been taken Suddenly, the tenth of June, 1984, 1 was able
to delimit the three first categories of description. The wunit« was
not a sign of an atom concept, but of an embryonic phase concept

O
Mk miler pruat. .4.01. cosi Le r4

F e 8 The conception e disAemegmeeu.s umlhes got a place and we
can for the first time see a conception as an entirety
consisting of parts.

104 141gi

The most difficult step had been taken From then and on I deft the
pupils and only focussed on «what« they had expressed and «how« they
had expressed It For the first time 1 fully realized what the
phenemenogrephers meant by their refinement of the constructivistic view
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of learning eme isis on a constitutional view of learning The pupils
are caught in a collective way of thinking, in the existing conceptions.
The pupils are not free to construct their own conceptions, even if the
conceptions are sometimes very unusual and seem to be individual (Marton,
198.1).

Figure 10. The six categories of description
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The second distinction- The matter- staircase -house

This presentation of the six categones of descnption will distinguish
each category of lescnption as an entirety consisting of parts This means
thot I am now descnbing the underlying structury in each conception cnd
not the various meanings each structure can give n se to The categones of
descnption found are all at different levels Let me start to descnbe the
matter-staircase-house step by step, level by level

Level I: The substance is conceptualized as a continuum

The pupils are aware that various substances exist or do not exist. Each
substance has 'something' which is 'typical' of especially that substance,
but the pupils are unable to descnbc this in words All thinking activity
seems to be used to recognize the substance and keep that substance in
mind For that reason a substance always has to be in the same way and
its homogeneous mass is therefore not changeable If a substance were
changeable it would be impossible to recognize it.

The only thing I can see that the pupils can say about the substances is
that they are divisible and can be put together. This is something a human
being car do with the substances This is a sign of a special man-centered
relation to the substances that you can find only et this level The self is
not separated from the not-self' as Reiser expressed it in 1939 (cited in
Marton, 1986)

Because of this men-centered attitude to the substances the pupil is not
able to ascnbe attnbute:..o a substance, which implies that the pupil
cannot conserve matter It is we, human beings, who make decisions about
the matter What substance and how much we hove depi:nds on our wish
concerning the substance If we want water we or pour a certain amount,
and if we want hot water we heat it Every change is caused by us,
because we are the ones who measure, divide, heat, cleen and destroy a
substance at a specific moment.

A description of a substance depends on how the pupils are able to think
about one or two existing substances In order to describe how wide a
category of descnption can be, I would like to mention here, what is
descnbed in detail in the next distinction If they are able to focus on one
substance at a time (atomistic approach), they will accept, for instance,
That oil is a substance among others But if they are able to think of two
substances at the same time (holistic approach), we can see that the two
substances water and air can exist as homogeneous masses in all other

8 11
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substances, like a ghost in a well The means that oil can be
conceptualized as being water and fat in suitable amounts. What a chemist
regards as a gas is seen by students as air with a little homogeneous mass
of a suitable substance

If the pupils are able to think of two substances at the some time, they
ere also able to explain changes The relation between the two in each
otner existing substances is change In hot water there will be water and
hot air, more of water than of air If the water is boiling there will be too
much hot air in it enu you will see bubbles Humid air is air with water in
it. If there is too much water in the air, it will rain

It is interesting to note that according to the pupils there are three types
of air air, hot (warm) air and cold air. Hot air could be the same as
heat and cold air as cold. In this conception it is not possible to ascnbe
attnbutes to a substance and air is no exception Let me present o couple
of examples If you are out on o cold winter day and you breath with your
mouth open, your warm air will meet the cold air When cold and warm air
are existing in each other, there will be water One pupil said t me You
ran see Met every evening on TV when you ere welching the 'weber
When warm air is meeting cold air it will rem One girl, Charlotte,
explains hot water and ice as in the picte':s, as follows

le hl *iv
1.

w41 e r
"I''ice.

hotair-

Air

4/

Figure 11 Water and a co 1 d i..e. fn a freezer a/, water and «hot air« on a
stove b/, «warm air« and «cold air« meet and form water c/ and
d/

By consii,...nng that two suitable substances exist in each other at the
same time, the pupil has a remarkably great area of explanation The pupil
can explain phases and phlse aspects, and chemical interactions

Level II: The substance is conceptualized as a dishomogeneous
or delimited unit

The outstanding feature of this category of description Is that the pupils
delimited a substance by creating an appropriate unit for the substance

8 12

The unit is a sign of distinguishing the substance from other substanL
and the limit is the embryo of the new concept, the phase concept
or the new step in the matter-staircase-house

A drop of water is often seen as is unit which consists of a thin film of
water in one «form« and this film contains water in another «form«
Water exists in two «forms« A grain of salt is a common unit It can have
a shell and a nucleus In the nucleus we can find the «taste« or the
saltwater Salt exists in two «forms«.

I should point out here that the unit is not a unit in a physical or a
chemical sense The unit is created in a suitable size and it is
charactenstic of each substance By creating a unit the pupil makes it
possible to ascnbe attnbutes to the substance, and Surthermore the pupil
is now able to conserve mass.

Here follows some examples of how pupils can descnbe substances

AM
pro4cc4in5
rnAter;40

nucleus

AO.
4480 nuCieS

Laithavt shell

( e-

411112iwaterv 0 # 4,14,
''..N

-ure 12. Pictures of some substances
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In spite of the fact that the pupil has constituted a conception which may
be regarded as an embryonic phase concept, we can see that pupils think
about the two «forms« within the substance in a way which shows they
cannot express phases fha phase aspect depends on how the pupils think
cf the two «forms«. I will come beck to that in my descnption of the third
distinction

Level III: The substance is conceptualized as a unit of the
substance with 'small atoms'

This conception - A unit of the substance with 'small atoms' Is familiar
to many researchers (for example, Nussbaum, Pfundt and others) It is
descnbed as the cake with raisins or the plums in a plum-pudding
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But how the 'cake" and the 'raisins' are conceptualized separately or
related to each other is not well known

Before I go into this, I would once again stress the phenomenographic
definitions that a conception is a sign of the relation between the
individual and the world and that a conception is an entirety consisting of
ports. The new port here is the embryo of the atom concept and this
new pert belongs to the entirety When the pupils locate atoms in the
unit of the substance it is a sign of learning. They hove left one
conception and formed a conception that is new to them, but one that
already exists Other individuals hove expressed it bef or s and others will
do it after them The new conception that they hove constituted is an
important step in the development of the matter concept.

In the contextual analysis I can see that the 'cake" is not conceptualized
as a continuum descnbed as at level I but as at level II For this reason
this conception must also include the aspect the unit of the
subst once«.

This entirty consists of three ports. This means that when the structure of
the new concept is a reality, all the other parts in the entirty will be
changed or coloured by this structure Let me start with the change in the
phase concept.

In spite of the fact that the unit into which the pupil puts the «small
atoms« is of «holistic character«, which means that if the some unit has
been expressed at level II, the pupil has been able to explain a phase
aspect, we now cannot see anything of that phase aspect attached to the
unit. Instead, the pupil shows that he/she does not know how to express
the phase aspect The pupil has to learn how to express the phase aspect
with the constituted conception. I will go further into this in the third
distinction, since the phase aspect deiends on whether ycu hove an
atomistic or a holistic approach.

Here follows some examples of how pupils can conceptualize substances.
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Figure 13 Pictures of some substances.
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It is important to mention here that my interpretation of this conception
has made me realize the function of the two parts of the unit, the shell

014

and its content, to a greeter extent The shell, film, pe ., etc, will more
and more hove the function of keeping the substance together. This
will still be more obvious et the next level, level IV A category of
descnption which is soon probably will be split into two cateoones of
descnptions, because of the contextual analysis of the how-aspect. We can
namely interpret that the pupils express an embryo of a binding
concept.

Level IV: The substance is conceptualized as a unit of the
substance which consists of particles

The new concept in this entirty is a particle concept, and its structure
colours the meaning of all the other ports in the entirty It is true that
«small atoms« and other small things are called particles, but they are
not particles in the sense used here This particle concept leads not only
to a new conception but also to a new type of understanding of matter,
namely that « everything consists of particles if , i e. a particulate
understanding of matter As with the ?artier levels, this particle concept
is also an embryo

A particle can be named atom or only particle A particle consists of
particles or of atoms, and an atom consists of particles or of atoms.

A substance is still seen as a unit, but what the substance is mode of is
now in the particles. Let us look et level III and what the pupils could
stress there the unit of the substance or the smell atoms. Now we can
see that the pupils can create particles of either the unit of the substance
or the small atoms he'ther core, the structure of the particle concept is
the some.

The border of the unit is not involved in the creation of particles Instead
it has the function of keeping the particles together This is the last
category of descnption in which we see the unit and its parts, especially
the border,

All thirc ing activity seems to be used for creating particles and keeping
the created particles in mind. The way the pupils think about the particles
is close to how they thin!, about a substance at level I For instance, they
cannot ascnbe attributes to the particles and the particles hove no
per ticular size The «only« thing they seem to know is that «everything
consists of particles« and that is what they express even when they
explain phases or interaction. Sometimes the border, the shell, bursts and
all the particles fall out. If one of these particles is focused on the pupil
seems to conceptualize that particle as a new unit, and therefore it is
possible to create particles in it Even the knowledge an atom is the
smallest existing particle is interpreted from this structure, as
shown in the following picture

015
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Figure 14 Atoms consists of atoms - otherwise the asmollesta
existing particle cannot be an atom.

The underlying structure of this category of description is not very useful
Since it is repetitive in nature, there is no end There is a constant
regeneration of particles We see that the pupils who conceptualze
particles in a similar way are able to put another substance between the
particles. This is a sign of a binding concept

Level V: The substance Is conceptualized on the basis of the
attributes of the particle (les)

The particle concept has developed in such a way that the pupils are
now able to ascribe attributes to the particle, implying that the particle
has some kind of structure to reckon with

The atom concept. Now we can see that the pupil has a special interest
in the atom and its subparticles There is no order of precedence or
relation between the different particles An electron has the same aval,:e«
as the atom, which it is a part of.

The estatica matter concept Here i have found four more pr ,:ninent
ways of expressing a sut lance, namely based on the attribute of

1/ one particle, wl-rIch can be named atom, but whose content is like a
continuum,

2/ one atom or molecule,
3/ and 4/ two or more particles conceptualized ,/ or V The pupils

can here even ascribe attributes to the binding bat*. h the portic'es

The phase concept. If the pupils are able to adopt a holistic appror.:h,
we can see that tne pupils can express phase aspecti with the four
variations described

Let me present some examples.
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Figure 15 How some substances are conceptualized
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Level "I. The substance is conceptualized as a particle system

In this category of description the new structural aspect is the relation
concept The pupils can realize that there are connections, relations
between different particles it a system

The relation concept implies for the

attribute concept: that the pupils are now able to reason about relations
between charges Only now are they able to understand what attraction,
repulsion, etc, means, or that the colour of a solution depends on the
relation between the particles

particle concept: that the pupils realize that there are relations
between the subrticles in an atom. For the first time we can see what a
chemist calls an element concept Likewise, we can see that they
realize that there are relations between the subperticles in a molecule,
which implies that the pupils have a concept of the chemical compound.

astatice matter concept: that they consider that the particles of a
substance constitute a system Between the particles unchanyiable
«relations« prevail The pupils' interest in the space, the interspace or
the gap between the particles is very obvious, which is a sign of the
relation concept The intersrace is a source of variations, because
there can be «nothing«, %emptness«, «energy«, a cloud or a «binding«
there

phase concept: pupils belie?' that s particles invariable and that
the anothinga, :.omptiok.bs« 1 ' changeable No one of the
twenty pupils intervieved wi,-
phase aspect

-nye the «nothing« and express a



implications for teaching

The development of the concept of matter, which I descnbed in the
matter-staircase-house, can be compered with the stages that a
meal worm goes through in developing to a beetle, or the three forms a
substance can exist in

gas 100%

water

ice

Figure 16 Analogies between the development of the mealworrn and the
matter concept and between the three forms of a substance and
the matter concept.

Even if we talk about the development of concepts, we teach only the
aready-made« concept In a way we neglect the «development« when we
say not good enough« or '<misconceptions« about the result of our pupils'
work If we see the development of a concept as the development of a
mealworm, wa ought to be happy about every step the pupils take.

Suppose we have a hundred mealworms in the second stage, the larval
stage. If we look at them closer, we will find that the small creatures are
not alike The differences we see indicate that there is a development
within the larval stage I have around hundred statements at each level,
more at level I and fewer at !vet VI, and I find an internal *what*
depending on differences in how the «what« can be emphasized in the
approach adopted What I see I interpret as a development within each
level.

The other analogy I want to make is a comparison between the three
phases of water and the categories of ciescnp'..nn. Suppose that we have
two glasses of water and the water is in liquid forrn.11 we look closer a.
the water, we will find that there is cold water in one cup and hot water
in the other In a temperature diagram we could point out that the cold
weer is closer to the Ice form than the hot water, and the hot water is
cioser to the gas form The internal «what* is similar There is a venation
which we can interr ' to mean that some expressions of the some
underlying structure are new and others are «cid*, or that some are
closer to one level than another level and so on.
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The different signs of development of the matter concept, which I see in
the matter-staircese-house, is already a base for my teaching Ina way I
am prepared for answers as /know that wood can liog: There H1//AF

more atoms m it WIPP it is warm: and others

I see each statement as a 'photo' of the knowledgg and the skill, the pupil
possesses the moment tne statement arose and something which the pupil
can develop according to the descnbed matter- staircase -house Thus, with
an phenomenographic approach I descnbe knowledge as the 'whet' and the

11211.0 `le 'how' in forms of conceptions which I 'pin down' in categones
of desci Mon.
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Misconceptions in Environmental Chemistry

Among Norwegian Students

Vivi R:ngnes

Uniiersity of Oslo, I,stite of Chemistry

Introduction

Ideas related to chemicals being synthetic and pisonoas
substances are Nidespread am on3 the general public. In many

European countries the words "chemical" and 'chemistry" are

almost synonymous with poison and danger (RAOLONI, 1981i. Is

there any disparity between the student's interpretation of

the chemical world in which he lives and that accepted by the

chemists', Which common misconceptions on the concepts

chemical substances, poisonous compounds, acid rain and air

do the students harbour' Do these erroneous beliefs in

environmental chemistry persist formal instruction in

chemistry at school', Is there any link between identifiable

misconceptions and attitudes to science'

Research on students' misconceptions in science constitutes a

growing body of recent research in science education.

Different methods have been employed from surveys, concept

mappings, classroom observations to clinical interviews. In

Norway Sjeber,g and LI.e have analysed students' answers to

questions with force.., choices and free responses. Their

research was on students' understand.ng of the concepts force
and work (LIE & SJOBERG, 1981). Harms has performed

clinical interviews to identify the misconceptions he" by

students on temperature and heat (HARMES, 1985). The study

reported in this paper is part of an inte-nation.1 survey

with a series of multiple choice questions. The Second

International Science Study (SISS) was directed by The

International Association for the Evaluation of Educational

Achievement (IEA) undr the auspices of the Australian

Council for Educational Research (hEEVES & ROSIER). The

SISS-Instruments consisted of a core of international items

021

together with optional national ones, fhe latter being of

spesific interest in this. paper. The investigation was

carried out in 25 countries in l983-84.

P.Jrpose.ofstudy,

The aim of the international SISS-study was to develop a map

of science education worldwide and thus expose the teaching

and learning practices and the outputs of instruction. Our

national items were to a large extent designed to map

misconceptions in different areas of science. This paper will

deal with .,ome Cr environmental chemistry.

Method

The 7 multiple choice questions which I shall refer to here

c-.nstitute only a small part of the complete SISS-study. 6 of

the items are national items designed by our gr..p headed by

Sizberg. Each item has 5 possible alternatives. One or more

of the distracters were written in order to monitor

hypotheses posessed by the research-group as to what might be

common, misconceptions of the concepts in question. Six of the

items belong to a group of anchor= items which were

administred to more than one student sample. 6500 Norwegian

students participated in the SISS-study among those some 1400

students from the 4th grade and the same number from the 9th

grade. The third sample consisted of pre-university students

in the 12th grade comprising 2400 science students (12S) and

1200 non-science students (12N). The samples were drawn

independently, and were representative for their target

populations.

I might include some words on science teaching in Norwegian

schools. We have compulsaroy schooling from the age of 7 to

16 (grade 1-9) and the students read combined science for a

total of 9 periods a week in primary school and a total of 9

in )unior high school (grade 7-9). Roughly half of the

student-population continues to senior high school (grade

10-12) and some 40 % of these students take the szience line.
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The 12S-stidents road ,eo,r,t-e ;,i,.?n-o ;..h.,,,,t-5. The/ ...,e

studied chemistry, biology and/or physics for- 3-10 wee44hours

per subject the last 2 year-. at highschol.

Table 1 shows the number of stadents oer population and the

accumulated rotmbet of perlds n sciencs that each ppollation

has t Jd of fo-al inst,ucti,n from grade 1-12.

Table 1 NUMBER OF STUDENTS IN EACH SAMPLE AND NUMBER OF

ACCUMULATED PERIODS IN SCIENCE AT SCHOOL

sample (grade) notation no. of accum. no periods

students in science

4th 4 1386 4

9th 9 1490 18

12th nn-science taN 1212 23

lath science 125 a4o5 23 + option (8-10)

The test battery in the S1SS-study consisted of #hree

questionnaires for each student including 60 scientific items

and questions on his attitudes to school science and to

science and technology. As for the scientific items the

frequencies of the keys and the different distracters are

-ecorded.

Results

The responses to the 7 wiltiple choice ques.tins on

onvironmental chemistry are given 1 'facie 2 as percentages of

students supporting the alternative choices.

Table 2 MULTIPLE-CHOICE ITEMS ON ENVIRONMENTAL CHEMISTRY.

STUDENTS IN GRADE 4, 9 AND 12. % OF RESPONDENTS.

Ninon - science students, S=science students,

0- international item

1. WHICH ONE OF THE FOLLOWING SENTENCES EXP4ESSES A

CORRECT STATEMENT,

4 9 12N 12S

31 0 20.9 20.2 11.3 A Chemical substances do not

belong in nature, man has made

them

13.4 9.3 4.6 1.2 B Natu^al substances cannot be

harmful

23.4 18.3 11.7 4.3 C Chemical substances are usually

harmful

10.0 27.7 43.7 73.5 D* Natural substances are also

chemical ones
13.4 21.8 18.3 9.1 E Natural substances are composed

of atoms while chemical

substances are composed of

molecules

8.7 a.o 1.5 0.6 ()



2. CARROTS ARE SPREAD WITH POISON AND THEN BOILED. MAY

THEY BE EATEN/

4.

4

WHAT

9

IS AIR/

12N 12S

4 9 12N 12S

7.0 0.'7, 0.2 0.1 A Nothing, vacuum
9.4 3.0 2.7 1.8 A No, the poison is more easily 3.6 %) 7 6.2 %,.45 El The same as nitrogen

absorbed when the carrots are 48.9 38.5 39.8 5.e C The same as oxygen
boiled 14.2 46.4 50.2 92.4 De A mixture of different gases

10.E 3.8 1.4 0.6 13 No, the vitamins disappear 20.3 12.4 8.6 2.3 E Invisible water vapour, mixed
20.0 41.9 67.8 p3.4 C No, the stuff may be equally with oxygen

dangerous after boiling 6.6 0.9 1.0 0.1 0
39.1 39.5 25.4 12.2 D Yes, all poisonous compounds are

destroyed when boiled

15.4 10.3 1.7 1. S E Yes, but the boiling period must

be as long as for boiling

instruments in a hospital

5. WHAT IS THE FORMULA OF SULPHURIC ACID/

5.6 1.5 1.0 0.5 () 9 12N 12S

3.4 4.1 2.8 A HC1
3.. TWO SUBSTANCES ARE COMBINED TO FORM A POISONOUS 61.6 46.4 8.4 E SO.

COMPOUND. WHICH SENTENCE IS CORRECT/ 2.5 2.0 1.3 C HNO.

26.1 42.9 86.8 De H.SO4
9 '2N 12S 4.2 3.2 0.6 E NaC1

2.0 1.4 0.2 ()

5.7 1.0 6.3 A Both reactants were poisonous

17.5 14.8 7.1 B At least :..ne substance was

poisonous

8.1 3.2 0.5 C One substance was poisonous, the

other was not

3.7 2.9 n.8 D Neither of the substances were

poisonous

63.2 77.5 90.7 E Neither of the substances had to

be poisonous

1.7 0.6 0.6 ()
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6. WHAT

9

IS CORRECT

I2N I2S

ABOUT ACID RA.V1 Table 3 COMMON MISCONCEPTIONS IN ENVIRONMENTAL CHEMISTRY

(% of students in lowa and higher grades

supporting the ideas) Notation of items given.

27.2 6.9 6.1 A There would be no acid rain if

all factory smoke was cleaned

a. IA Chemical substance's do not oelonq in nature. They
are man-made (31-11 %)

19.9 45.3 61.3 8* Combus:ion -;.f sulphu-containing

substances like charcoal and oil

will eventually give acid rain

b.

c.

d.

18

IC

2D

Natural substances are not harmful 13-1 %)

Chemical substances are usually harmful (23-4 %)

Poisonous cop-,unds are destroyed when heated
23.2

21.4

27.8

18.0

23.9

7.9

C

0

Acid rain is rain or snow

containing fine powder of sulphur

Acid rain is acid industrial

pollution which has evaporated

and thereafter peciritated

e.

F.

g.

38

4C

58

(33-12 %)

Poison is an inherent proper of a substance,

transmitted during a chemical reaction (18-7 Y.)

Oxygen is the sole component of air (49-5 %)

SOe is the formula for sulphuric acid (62-8 %)
6.6 0.8 0.4 E The increasing acid rain in

,.outhern Norway has no effect on

the water course

h.

i.

EC

7A8C

Acid rain consists of powder of sulphur (23 %)

Atoms are not conserved (12 %)

1.6 1.2 0.4 ( )

We have investigated whether there were any elaticnshiP

7. AN ANIMAL CONSISTS OF MANY ATOMS. WHAT HAPPENS TO THE
ATOMS AFTER THE ANIMAL IS DEAD?

9

15.3 A They disappear
11.2 8 They stop moving

6.7 C They are destroyed
50.4 0* They do not disappear, but are

combined to new compounds
15.5 E They disintegrate and are then

combined to other atoms

0.9 ()

8 r &I
4

between a specific miscnnception and the students'

achievements in science as demonstrated by the average total
scores on the science tests in SISS. For all fou samples
there were some 2v-35 % higher scores recorded among the

students selecting the key answers and those choosing either
of the alternative beliefs. We have also examined whether
there was any relationship between students' confidence in
science and technology and their choice of alternatives.

There were no such differences. On a whole Norwegian students

were rather positive to the impact of science and technology
on society. As to students interest in chemistry there were a

..tatistical significant difference of 5-10% between a group
cf students chasing an altenative belief and the group
selecting the "correct" answer.



The most striking alternative ideas revealed in Table 2 are

listed in Table 3. May these ideas count for misconceptions'

True misconceptions h-ve certain clilacteristics in common.

They are shared by many people, are not in accordance with

rnceotions held by experts. ae esitan. to ,:hange and ore

important in the student's belief -,,,stem. The alternative

.cleas referred to in Table 3 are all shared by many students.

They are definitely not the concepts held by chemists. The

ideas may be said to be peistent even though we have not

been monitoring the same sample of students of a period of

time. Young and old i !dents all -ie the iueas. As to

whether the al.e native ideas are Imbedded in the students:

conceptual roc logy and will focte further mistakes and

eonoms beliefs, you cannot tell by this multiple-choice

study. -- In my opinion, what we have dicl,:sed are real

misconceptions in environmental c r isty.

Our transve al survey of students of different ages shows

that .ne misconceptions are most preponderate in tne younger

students indicating that instruction in chemistry has had a

(certain) effect aril has caused conceptual changes. The older

the students are anc , 2 more science lessons they have had.

the less pervasive 'e the misconceptions, but some students

still stick to them.

8 2. 9

Limitations of study

As mentioned earlier, this study on students' understanding

of enviohmental chemistry is only a small pint of a

comprehensive study on science education. If the intention

had been to detect this spesific domain of chemistry various

item! of imila context should have been administred.

There are seve,1 weaknesses of a survey based on multiple-

choice questions. The answers cannot possit:y reveal the

inner thoughts of students. whey have riot uttered the ideas

themselves, only ticked in a box for the most plausible of

Five alternat.ves. A characteristic of a good multiple-choice

question is t'iat the distracters should be individually

exclusive. I feel to-day that we did not pay enough attention

to this when structuring the various items. A look at

distractor B and C for item no.1 may Illustrate what I mean.

A student who chooses distractor C "Chemical substances

are usually harmful" most probably thinks of a natural

substance as C opposite. He might therefore as well select

distractor B -- "Natural substances cannot be harmful". The

"real" percentage of students sharing the ideas of either

alternative would then be substancially greater than that

given' in the table. The limitations of multiple-choice

questions and the sort of information we can collect from it,

has thus been demonstrated. For a more fully description of

the students' ideas about a substance and its properties

clinical interviews should be performed. A multiple-choice

survey may, however, point t iecific areas of interest

worthy of further studies.

Discussion

The most important misconeptions may not necessaril, ue the

scientific ones but the students' beliefs on science. Every

fifth Norwegian student who leaves compreh^nsive school,

beltevtAthat chemical substances are manmade ond have nothing

to do in nature. If we add that another fifth believes that

t.lese compounds usually are harmful, (Norwegian) chemistry

teachers have an endeavouring job in head of them. Where to
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start/ I often quote The air you beatoe, the food you pat,

the clothes you wear, the house you live in -- yourself' --

everything on earth is compos..d chemical substances'" The

amount of chemicals available from dug stores, super

markets, and petrol stations are almost inexhaustible and

exhibiteSan exiting collection. The chemicals can nourish a

discussion on poisons, concentration of a substance, pure

stuff and mixtures, safety etc. The start of this

chemical-stopping should be food (salt, sugar, mineral

water). We probably need to "shift the focus from chemist's

chemicals to the chemicals of everyday life" (FENSHAM,1984).

We do live in a chemical word to the good a' I bad.

The origin of the misconcepticns in environmental chemistry

r. ay be traced from the domain cf school science itself or may

be found in the environment of the student -- the society by

large. Take for example the belie' that oxygen 1s the sole

component of air. It is shared by some 40% of Norwegian,

pe-.:niversity non-science students. Instead of fostering a

conflict situation and thus gsnerating a teaching strategy

for conceptual change, I presume many teachers unwillingly

add to the reilforement of the students' misconception. A

rooch used phrase in school in order to emphasize the net gas

exchange during respiration is "man inhales oxygen and

exhales carbon 41r.ide".

On the other hand the misconception tnat SO. is the formula

for sulphuric acid may have developed from society by large.

TV and newspapers in P'orway report wsekly on outlets of

sulphur dioxide and acid rain. A link between SO. and acid is

easy to see how has generated. This reminds us also of

Lavosie's concept in the 18th century of a) acid being an

oxygen-containing compound. Formal instruction in chemistry

for grade 8-10 includes formulas of compounds, nn-metals as

sulphur and acids and bases with the concepts of hydrogenion,

pH and indicators. Somehow the teaching does not seem to have

had any great influence on the students' conceptions. It has

weer, shown that concepts like hydrogenions and protons are

rot present in the cognitive structures of many students of

the same age as our students IKEMOA, 1983), and conceptual

change is likely to take place only if the new concept is

intelligible (1 of 4 prereguisit. , For accomodation) (POSNER

et al., 1982).

Conclusion

If we accept Strike's view that misconceptions belong to the

student's conceptual ecology and that his set of concepts

affects what he later will find comprehensive and reasonable,

thaw it is worth while to analyse the art of the single

misconception, to look for the origin of the idea and to

adopt teaching strategies leading to conceptual change (STRIKE
1443).

I have in this paper pointed out some co on misconceptions

among Norwegian students on environmental chemistry. A more

t' :'ugh discussion will later appear in a report frpm my

institution.
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Misconceptions in Astronomy
Philip M. Sadler
Harvard Smithsonian Center for Astrophysics
Cambridge, MA 0n138 USA

Astronomy is taught in U.S. classrooms as a normal part of

elementary school science (K-6), general science and earth science (7-

9). In high school (10-12), it is limited to a small part of some physics

courses and to astronc iy courses taught in about 10% of the nation's

schools. At the college level, Astronomy !s perhaps the most popular

science course for non-science students, fulfilling science requirements

without competing with those students majoring in science or

engineering.

Efforts are well underway at Project STAR (Science Teaching through

its Astronomical Roots) to increase the amount of astronomy taught in

grades 11 and 12, by expanding the offering of astronomy courses at

those grade levels. It is our belief that the study of Astronomy helps tnose

students who do not choose to take chemistry or physics to learn basic

concepts in science and mathematics. Inspired by r work on student

misconceptions in phics, we have undertaken a rigorous program of

interviews and testing of h. school students to determine their

astronomical misconceptions. These results have been used to construct

curriculum materials which seem to be effective in dispelling many

student misconceptions as well as providing a foundation in spat'al

reasoning and estimation. A major national test cf these materials will

begin in the fall of 1987.

I. Video )ed interviews

The most rudimentary lessons in astronomy often involve the Earth-

Sun-Moon system and the phenomena of day and night, seasons and moon

phases. Often these are covered in but a few pages in the text, so that more

complex and advanced topics can be covered. We decided to investigate

stu&nt comprehension of these fundamental topics.

8.44

Twenty-five 9th grade students from the local public high school

were interviewed in the Spring of 1387. Stud its were asked to explain

these 3 phenomena:

1. Why is it dark at night and light in the day?

2. Why is it hot in summer and co;ci ii winter?

3. Why does the Moon seem to change its shape?

These taped interviews were later examined to create an inventory of

students' conceptions. Students were rarely reticent about their

explanations and were pleased to explain their ideas with words and

drawings.

1. Cay and night

a the Earth spins

b. the Sun mcves around the Earth

c. the Moon blocks out the Sun

d. the Sun goes out at night

e. the atmosphere blocks the Sun at night

2. Winter and Summer

a. the axis cf the Earth points away from the Sun

b. Eartl- is closer to the Sun in summer

c. Winter sunlight "bounces" off objec's :n winter

d. the tilt of the Earth's axis changes its distance.

3. Moon Phases

a. Relative position of Earth, Moon and Sun

b. Moon moves into Earth's shadow >

c. Moon moves into Sun's shadows

d. Moon is lit by Earth's reflection

e. Moon is blocked by clouds

f. Moon is blocked by planets

The moon is black and white and rotates.g.



Over half of me interviewed students had taken or were completing a

one-year course in Earth Science (of which almost 25% is astronomy).

These students dirt r...-A seem J get the correct answer any more often than

others; indeed, some of the more exotic misconceptions came from this

group. They did, however, use many more "scientific" terms in
describing their ideas. Terms such as: tilt, orientation, phases, crescent,

indirect light, equator, Tropic of Capricorn, planet, orbit, rotation and

revolution peppered their explanations.

Almost every student drew the Earth, Moon and Sun either the same

size or within a factor of 2x of each other's diameters (Earth is 4x Moon,
:gun is 100x Earth). Relative distances were even worse, the Sun and

Moon were typically drawn within one to four Earth diameters away

(Moon distance is 30x Earth's diameter, Sun distance is 10,000x Earth's

diameter).

Six students with particularly lucid views were selected 6... canoidates

for discussion with their science teacher, who had just completed a lesson

on day and nighi, the seasons and phases of the Moon. In each case, the

teacher rated the students on a scale from 1 to 10 as 7, 8, 9 or 10 before

viewing the interview. Her ratings after viewing the video interview

dropped an average of 6 points to 1, 2, 3 or 4. She expressed shock tk..',

her students held these "wild" views and that even the best students
harbored deep misconcep/ lns.

II. Multiple Choice Tests

Multiple choice tests were given to students in grades 9 throuCh 12 in

nine high schools within 50 miles vf Boston. Questionswere based on
student interviews and examples in the literature. Of the 25 items on the

test, 6 dealt with the topics of this paper. Thee rest tested for other

astronomical misconceptions. The first number is the percentage of the
213 students choosing that answer. The second number ref-es to the

percentage after completing an experimental lesson on the topic. Bold
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type ides tifies the correct answer. Full analysis of the data and control

groups will be completed in Fall 1987.

One night we looked at the
Moon and saw:

A few days later we looked at
it again and saw this:

1. What do you think best describes Mr. reason for this chanon/

A. clouds block the Moon 1%

B. the Moon moves into the Earth's shadow 37%

C. the Moon moves into the Sun's shadow 25%

D. the Moon is black and white and rotates 1%

E. the Moon moves around the Earth 36%, 60%

5. The diagram above represents a model of the Sun, Mars, and Mars' two
moons, Deimos and Phobos. Please look at the model and determine how
each moon looks for the person in the model who is observing from the
north pole of Mars.

Deimos (circle one)

CO 0 0
A 45%, 54% B 5% C 45% D 5%

8.7
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Phobos (circle cne)

A 7% B 5% C 23% D 64%, 79%

9. Give the best estimate of each quantity:
a. What is the diameter of the Earth? 10%, 25 %

b. What is the diameter of the Sun? 2%, 9%

c. How far is the Sun from the Earth? 24%, 43%

d. What is the diameter of the Moon? 5%, 16%

e. How far is the Moon from the Earth? 7%, 12%

11. Draw a diagram to show what causes the seasons:

show a tilt of earth's axis 43%, 59%

15. How long does it take for:

a. the Moon to go around the Earth? :);.1%

b. the Earth to turn once on its axis? 7 )/0, 79%

c. the Moon to go around the Sun? 10%, 63%

d. the Earth to go around the Sun? 52% 85%

e. the Moon to turn once on its axis?7%, 39%

17. What time could it be if you saw the full Moon on the western
horizon? 15%, 28% Explain your answer:

Pondering the answers to these questions, a picture emerges of

students with little first-hand experier^e with astronomical phenomena.

poor spatial relations an:,' lack of even the most rudimentary facts about

the Sun, Moon and Earth. The typical textbook treatment does little to

address these difficulties but require memorization of scientific terms

and quantities.

III. Sour. is of Misconceptions

Interviewed students overwhelmingly attribute their ideas to their

schooling. Most have vivid memories of models of the Earth, Moon, Sun

and "tenets hanging over their heads in their elementary school

classrooms. These concrete and very visual models seem to become their

first and only model for objects in space i.e. all object are about the same

size and within a few diameters of each other. This is reinforced by text

and trade books which never show objects in their true scale size and

distance Using this incorrect model, the Moon ja often in the Earth's

shadow, probably 10 days each month.

Sun

In grades 7 - 9, much emphasis is given to eclipses of Cie moon and

sun, often using diagrams, like the one above, vastly out of scale.

Elliptical orbits are introduced, interchangeable with oblique views of

circular orbits.

0

Students get the idea that the earth's orbit is high eccentric and that

times the earth is very close to the sun and at some times very far.

IV Possibly Therapies.

We have had success in changing student misconceptions by using a

three step approach:
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1. Students make individual predictions about the outcome of an
activity or exper:ment.

2. Students perform these activities alone or in groups.

3. Students discuss why their predictions did not agree with the
observations or results of the activity.

The activities that have been used with high school level students are:

1. Building a scale model of the Earth-Sun System.

2. Building a scale model of the Earth-Moon system.

3. Drawing the appearance of ball circling your head when being lit by a
stationary bright light.

4. Graphing the distancq to the Sun, length of day and insolation of the sun

from almanac data using the same scale for each graph.

5. Make a drawing of the Moon's phases over a 2 week period.
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RELATING CONCEPTS TO PROBLEM SOLVING IN 'HE

DETERMINATION OF MEANING IN MATHEMATICS

Jean Schmittau

Cornell University

This study probed the meaning of multiplication for

ten subjects who were university students. The study

centered on the question: How are subjects conceptual-

izing the operation of multiplication? Specifically:

1. Is the psychological structure of multiplication

prototypic or does it exist in cognitive structure

according to criterial attributes? 2. Have formal or

school instructed concepts of multiplication interpene-

trated the subjects' spontaneous concepts of multiplica-

tion? (Vygotsky 1962). And have the spontaneous concepts,

rooted in the experience of subjects, informed the formal

concepts?

The sample consisted of ten students from Cornell

University. Subjects were selected by an iterative

process with the goal of maximizing diversity across the

following categories: major field, previous mathematics

background, and time elapsed since the last formal mathe-

matics instruction. The sample consisted of four males

and six females. Two of the subjects were graduate

students; tilt. other eight were undergraduates. Four

subjects were natural science majors, three were social

studies majors, and three were humanities majors. Two

of the subjects had taken calculus; one had completed

linear algebra; three had gone through p'e- calculus

mathematics, while two others had completed statistics

sequences in addition to pre-calculus mathematics. For

two of the subjects high school geometry was the highest

level of mathematics course completed. All were informed

that their own meanings were of interest rather than the

correctness of their responses.

Rosch (1973) demonstrated that the psychological
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structure of certain perceptual and semantic categories

was different from their logical structure. Her findings

that such categories were characterized by a core meaning

(or prototype) around which other instances of the cate-

gory were organized challenged the classical view that

categories wer held in cognitive structure according to

criterial attribute.. Armstrong, Gleitman Gleitman

(1983) investigated additional categories and obtained

similar results which indicated prototypic organization

of the categories.

Three categories studied by Armstrong, Gleitman

Gleitman were included along with multiplication in the

instrument used to assess prrtotypicality. Only multi-

plication was of interest. The first three categories- -

fruit, vehicle and plane geometry figure--were included

primarily in order to function as psychological foils,

since it was anticipated that subjects might be inclined

to approach the task of rating instances of multiplication

without reference to their own meanings, but rather out of

an automatic response to the presence of the multiplica-

tion sign. It was hoped that working through the first

three categories would contribute to the breaking of this

anticipated mental "set".

Subjects were asked to rate instances of multi?lica-

tion for degree of membership in the category, using a

scale of "1" to "7". A "1" signified that the instance

definitely belonged in the category, while a "7" indicated

that the instance was a very poor exemplar of the category

or did not belong in the category at all. Subjects were

asked to rate the following instances of multiplication:

- 4 x 3

- 2/3 x 4/5

- ab

- (2x + y)(x + 3y)

- (-5) x 2

- (-3)(-2)

)



A = bh

As in the Rosch (1973) and Armstrong, Gleitman & Gleitman

studies, graded responses were accepted as evidence of

prototypicality.

Subjects were first asked whether it made sense to

rate instances for degree of membership in :he category.

They were instructed that it did not make sense to do so

if the instances were definitely within or definitely

outside of the category. Three subjects responded

affirmatively to the question, of whom two gave graded

responses. Of the seven who responded negatively, four

gave graded responses.

Subjects were then interviewed about their ratings.

They were first asked the question: "What is multipli-

cation? What does it mean to you to multiply?" After

responding, they were asked with respect to each instance

of multiplication which appeared on the rating scale they

had completed earlier: "In what sense do you consider

this (i.e., the instance "2/3 T. 4/5", or "ab", for

example) to be multiplication?" A flexible clinical

interview format was followed in probing the responses,

in order to assess the conceptual understandings of

subjects and obtain information beyond that of the rating

instrument. The subjects' own meanings were elicited,

and subjects were consistently directed back to those

meanings. This approach was helpful in moving subjects

beyond rote responses for which their experience within

school settings had conditioned them to expect acceptance.

Near the end of the interview subjects were given the

opportunity to revise their original ratings. Six sub-

jects chose to do so, asserting that they had never

thought about the meaning of multiplication and had, in

fact, initially rated instances based upon the presence

of the multiplication sign. One subject saw no need to
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revise his ratings, since he had always actively con-

structed meaning in mathematics and believed his initial

ratings reflected this. Three subjects refused to change

their ratings even wren confronted with the fact that

instances which they had rated "1" had no meaning for

them. They bowed to mathematical authority, commenting

that the multiplication sign had to "override any kind

of feeling I have about it," or "the overwhelming bel;ef

I have is to go back and believe what my teachers tola

me, which is that these were all multiplication."

The table below presents the mean ratings for all

instances:

Instance

Mean Ratings

Original Revised

4 x 3 1 1

2/3 x 4/5 1.5 2.3

ab 1.2 1.9

(2x + y) (x + 3y) 1.2 2.7

(-5) x 2 1.2 2.2

(-3)(-2) 1.2 2.6

2.2 3.4

1.4 2.3A = bh

Mean 1.4 2.3

Upon mpletion of the interview subjects were

directed to make a list of relevant concepts which had

been discussed during the interview and L corporate these

into a concept map. They were thereby required to identi-

fy relevant concepts and join them with propositional

linkages. The concept map provided an important addi-

tional source of information about the manner in which

the concepts in question were held in cognitive structure

and an important source of corroborative evidence to the

84 4
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verbal and rating data.

Several claims are supported by the data. First, it

was apparent that the logical formalist structures of

multiplication in terms of definitions and criterial

attributes did not constitute the basis for meaning.

:'one of the ten subjects reported meaning based upon

criterial attributes, even when they were well aware

of them. Algorithms or "rules" were not meaningful,

even when these were known by subjects and they were

able to use them successfully to find a product. This

was especially apparent in the case of fractions,

negative numbers and polynomials. Four subjects were

able to use the algorithm to multiply two fractions,

but did not see this as multiplication. Eight subjects

were able to respond similarly to the task of multiplying

two negative numbers, but none saw this as multiplication.

Three subjects could find the product of two binomials,

but did not see any sense in which the process ,:ould be

considered multiplication. Further, when subjects were

unable to remember the definitional algorithm, they

volunteered the explanation that it had no meaning for

them.

This is a rather surprising finding in light of the

fact that the instructional emphasis in school mathematics

is overwhelmingly on criterial attributes. Almost no

evidence was found that the successive reconceptualizations

demanded by this emphasis had occurred. Instead, the fact

that subjects gave graded responses to the rating task for

instances of multiplication suggests that the psychologi-

cal structure of the category is prototypic. The instance

"4 x 3", rated "1" by all subjects, received the lowest

rating of all instances, suggesting that it functions as

a prototypic instance for multiplication.

This was further confirmed by subjects' responses to

the question "What is multiplication?" All ten gave

responses which described multiplication as "three groups

0,1C;

of fi'.e objects," for example. In addition, multiplication

was described as "a shortcut for addition, since one could

count the fifteen objects, or add five plus five plus five,

or multiply three times five." Thus, the prototype was

described in terms cf positive integers, and, in general,

the positive integers used were small. One subject

mentioned "seeing" a rectangular representation of

multiplicatior accompanying the above description.

This prototype was observed by Ginsburg (1977) as

occurring spontaneously in children's informal mathematics.

It is clearly numeric rather than geometric. Further, it

is numeric in the cardinal sense and may also reflect

cardinality emphases in the early school curriculum.

However, it does not reflect, and appears to have per-

sisted in spite of, years of school instruction in

multiplication along formal and definitional lines. The

results of the study lend credence to the view of Rosch

(1983) that both criterial attribute and prototypic

structures coexist. However, meaning appears to inhere

in the prototype rather than in the criterial attributes.

Their coexistence may be the result of instrurtion

accompanied by drill along formal definitional lines

which fails to adequately link the formal with the proto-

typic. Thus, the prototypic may persist because it has

meaning for the subject, and the formal because its

continuance has been ensured through drill and practice.

The persistence of prototypic or featural organiza-

tion in the face of consistent instructional emphasis on

logical definition suggests that featural organization

might, in fact, be the predominant psychological tendency.

If so, instruction organized around it may be pedagogi-

cally more valid than instruction organized around the

logical structure of the discipline.

Certainly, it was the case that meaning across

numeric and algebraic domains was consistently referred

to the prototype rather than to criterial attributes. In



better than ninety percent of the cases in which subjects

gave evidence of a meaning existing for them in an

instance of multiplication, that meaning was linked to

the above "prototype."

The ease with which this linkage could be effected

differed for various instances. Nine subjects reported

substituting small positive integers for "a" and "b" in

the product "ab" to link the instance with the prototype.

Only five were successful with this approach for the

instance (2x + y)(x .:, 3y). By substituting two for "x"

and one for "y", for example, they obtained "S x 5" tc

establish linkage with the prototypic instance.

In approaching the product "(-5) x 2" subjects first

gave meaning to " -S" as a number possessing both magni-

tude and direction. They then reported that the product

"(-5)(2)" expressed two debts of five dollars each, for

example. Six subjects were successful with this task,

but only one subject could find any meaning at all in

the product of two negative numbers. Subjects could

not envision a situation in which two numbers, both of

which possessed magnitude and direction, could meaning-

fully form a product.

In the case of the product of two irrational numbers,

two subjects successively approximated the product, making

use of the "product of the limits equals the limit of the

product." The poor performance of subjects on the product

of two irrationals was characterized by the added failure

to understand the numbers themselves. This was in con-

trast to all other types of factors, including fractions

and variables, which were well understood. In the case

of irrationals, the numbers themselves had no meaning.

Subjects commented: "I have no idea what the square root

of two is," "I can't remember now what it (pi) is," "I

don't know why we have pi," etc.

Parallels were observed between the differentiation

of concepts in subjects and the historical development of
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mathematical thinking. The conceptual difficulties with

negative and irrational numbers mentioned above parallel

these chronicled in the history of mathematical thought.

One thousand years after the development of negative

numbers, their meaning was still very much in question,

although their usage was established. Negative numbers

(together with rules for the four fundamental operations

with negative numbers) were introduced by the Hindus

early in the seventh century. And yet, negative solu-

tions to quadratic equations were rejected by the Arabs

two hundred years later. Many European mathematics

during the sixteenth and seventeenth centuries had

difficulty accepting negative numbers. The situation

was similar for irrational numbers. Two thousand years

after the Greeks had struggled with the concept of an

irrational number, and in spite of the acceptance of

calculations done with irrational numbers, the question

of whether irrationals were actually numbers at all

still persisted.

A great deal of diversity existed with respect to

the conceptualization of the multiplication of fractions.

Six subjects could not remember the algorithm for finding

the product of two fractions. A conunc question was

whether or not the formula involved "cross multiplication;"

i.e., whether a/b x c/d might equal (ad)/(bc) rather than

(ae)/(bd). Two subjects were successful in generating

the formula by attempting familiar examples such as

1/2 x 2/1. Knowing that the product is one, the subject

was able to figure out that the required formula had to

yield (1x2)/(2x1). One subject commented that "the

rules I forget a lot are the ones that I never under-

s.00d, that I never was given an explanation for, or

never...really shown why." Similar statements were

typically made by subjects whenever they failed to

remember a rule.

Even when the rule was known or regenerated, most
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subjects reported that they had no idea in what sense it

represented multiplication. One subject tore a piece of

paper into three strips. Several minutes Liter he tore

another sheet of paper into five strips. However, he

was unable to proceed further to form a meaningful grid

using the strips. Another subject drew two circular pie

diagrams. On the first she marked off 2/3 and on the

second, 4/5. Then she wrote: 2/3 x 4/5 = (2A)/(3x5)

8/15. She then drew another circular pie diagram on

which she marked off 8/15. While this process illus-

trated that she understood the meaning of the fractions,

it revealed nothing about the meaning of their multipli-

cation. She acknowledged that she was relying on the

formula, the meaning of which eluded her.

One other subject used a pie diagram, but in a

slightly different manner. She shaded 2/3 of the

interior of the circle (actually .67, since she had

converted the fractions to decimals). Then she shaded

.8 (or 4/5) of the original .67. She saw immediately

that this gave a result less than .6/. She exclaimed

that while she had earlier said that multiplication was

a kind of repeated addition, she saw that in the case of

fractions it was really subtraction. The result had

meaning for her and was one of the few cases where

meaning was not linked to the prototype. The inade-

quacy of pie diagrams to mediate meaning raises a

serious question about their popularity for illustrating

fractions and their widespread use in textbooks and

school classrooms.

Three subjects assigned a rating of three or higher

to the instance of multiplication of fractions, and

explithed that the reason for this rating was that it

was necessary to divide before multiplying. Since the

rule for multiplication meant nothing to them and they

could never remember it, these subjects literally

divided the numerator into the denominator of each
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fraction to produce a decimal. They then multiplied the

decimals. This was the standard method they used to

multiply fractions. None seemed troubled by the fact

that the decimal might only approximate the value of the

fraction it represented (as .67 constituted an approxima-

tion of 2/3).

Subjects who converted decimals to fractions tended

to view them as either the product of two integers, with

the "rule" invoked to locate the decimal point, or as

"a little more than two" groups of 3,4, for the multipli-

cation of 2.1 x 3.4, for example. Both of these explana-

tions suggest that decimals may be chosen at least in

part because they are perceived to be closer to the

prototypic representation than fractions--the first

because it allows for an integer representation, and the

second because it is based on the notion of an approxi-

mately integral number of groups of decimal numbers.

Only three subjects reported that the multiplication

of fractions had any meaning whatsoever. One was unsure

of whether he understood fractions as anything more than

"very small numbers," and then only when changed to

decimals. Another first tried (unsuccessfully) to add

the fractions, and then offered that she thought of

multiplication of fractions as division, adding, "I

don't know why" and "I don't know why you'd ever want

to know what 2/3 times 4/S was."

The most successful of the subjects drew a rectangle

and gridded it into three rows and five columns. He then

shaded two of the three rows and four of the five columns,

pointing out that within their intersection were eight

small squares out of a total of fifteen small squares into

which the rectangle had been divided by the grid. The

result was 8/15. He then demonstrated that this result

was the same as that obtained by using the algorithm for

the product of two fractions, pointing out that the

product of the numerators simply represented the eight
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small squarec present in the four columns of two squares

each obtained from the two shaded rows, and that the

product of the denominators represented the five columns

of three squares each which were present in the original

grid of the rectangle. Hence, there were four groups of

two squares represented by the product of the numerators,

and five groups of three squares represented by the

product of the denominators.

This subject had linked his prototypic meaning

through a geometric representation to the formal defini-

tion of multiplication of fractions. When one considers

the manner in which the rectangular representation

functioned so effectively to mediate meaning in this

instance, one must question the practice of affording

students a few illustrations of this sort in textbooks

and classroom presentations before proceeding on to the

algorithmic formulation.

It is important to note, however, that such models,

if they are to be effective in mediating meaning, require

an adequate conceptualization of area. It is also impor-

tant to note that while subjects tended to simply substi-

tute small positive integers for base and height in the

instance "A = bh", such substitution is not sufficient

to establish that area has been adequately conceptualized.

Several differences were noticed with respect to the manner

in which subjects dealt with instance of rectangular area.

Five subjects, of whom four were male, gridded tht rec-

tangle in question. In addition, these subjects were

able to meaningfully integrate area, base and height into

their concept maps. One reported that he had gained an

insight while constructing the concept map which caused

him to make a crossover connection between area and

algebra. Another had divided her concept map into rele-

vant and irrelevant mathematics, and, significantly,

placed area under the relevant branch while placing the

rest of geometry under the irrelevant branch. She
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commented that theorem proofs were "irrelevant geometry"

and observed, "I guess I think of geometry as area, length

times width, and that is relevant."

Data from the remaining five subjects contrasts

markedly with the data reported above. The remaining

five subjects displayed a combination of the following:

failure to grid the rectangle, omission of area, base and

height from the concept map and statements concerning area

which raised questions :.'out its conceptualization. One

subject stated that "area doesn't quite feel like a

number." Another was uncertain whether adding or multi-

plying base and height would give the area of the rec-

tangle. And one subject reported that she saw the area

of a five by one hundred foot strip as five rows of one

hundred golf balls. Another, when questioned about the

area of the rectangle, responded, "I'm not sure what's

going on. I'm not certain that it's not multiplication.

I'm not certain that it is. Because I have no feeling

about what's going on." Comments such as those reported

above are entirely lacking in the verbal reports of the

first five subjects mentioned.

This data is important, since an adequate concept

of area is required not only for the mediation of meaning

in the multiplication of fractions, but is advantageous

for modeling the multiplication of polynomials and irra-

tionals as well. History reveals a reliance upon geometric

models to convey meaning in algebra. In the ninth century,

Al-Khowarizmi wrote: "We have said enough...so far as

numbers are concerned, about the six types of equations.

Now, however, it is necessary that we should demonstrate

geometrically the truth of the same problems which we

have explained in numbers." (Karpinski, 1915, p. 77).

Clearly, meaning inhered in the geometric model rather

than in the numerical explanation which preceded it.

Henderson (1981) ascribes the avoidance of negative

numbers by mathematicians all the way into the sixteenth

8;;2
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century in-part to the difficulty of finding a meaningful

example of three "negative twos" or negative two "threes",

but also to the reliance upon geometric models and the

inability of such models to provide a direct representa-

tion of negative numbers.

While geometric modeling, if it is to mediate meaning,

requires an adequate concept of area, an adequate concept

of area requires a concept of number sufficiently general

to include measurement as well as cardinality. It appears

that the prototype of multiplication, based as it is upon

a cardinal concept of number, is too limited to permit

subsumption, albeit correlative subsumption, of the

multiplication of fractions, and perhaps polynomials and

to some extent irrationals as well. U]subel, Novak &

Hanesian, 1978). Fuson and Hall (1981) cite research

which iudica.ces that narrowly cardinal concepts of number

persist even into adulthood. The data shows that, with

the exception of negative numbers, the understanding of

subjects was wanting in precisely those instances in

which a rectangular geometric model could mediate meaning.

There are pedagogical implications to this finding, since

at present elementary education does little to stretch

the number concepts of children beyond cardinality.

Finally, it may be significant that the subject who

gave evidence of the highest degree of conceptual differ-

entiation not only "saw" the prototype of multiplication

as a gridded rectangle, but was able to effectively

employ a rectangular model to mediate meaning in the

areas mentioned above. His analysis of the multiplica-

tion of fractions using a rectangular representation has

already been reported. It is noteworthy that the last

mathematics course completed by this subject was high

school geometry, which he had taken seven years ago.

His situation illustrates another finding of this

study. The tendency toward meaningful learning in the

Ausubelian sense cuts across all of the following lines:

gender, major field, previous mathematics background and

proximity to last formal mathematics instruction. When

suujects were ranked on a rote-meaningful continuum

according to the degree to which they gave evidence of

having meaningfully integrated into cognitive structure

the various instances of multiplication, there were

representatives of both genders at all levels--highest,

lowest and in the middle range. Further, no one major

emerged as dominant in any of the levels, and considerable

differences in the mathematics background of subjects

appeared at all levels as well. Finally, both the highest

and the lowest levels reflect a range of three months to

seven years from the last formal mathematics instruction.
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More than a decade of intensive research

(Helm & Novak, 1983; McDermott, 1984) has provided

ample documentation that misconceptions are

widespread among students of beginning physics

(and of other subjects as well); that these

misconceptions impede learning even by students

who have done well in previous courses; and that

these misconceptions often persist even after

students have successfully completed physics

courses taught by good teachers with good

traditional methods. It appears that "deep"

misconceptions (those resistant to remediation by

straightforward presentation of the correct

conce;tions) are rooted in strongly-held

intuitions. These intuitions often serve us well

in everyday and sometimes in school work as

well. They may not be explicit or even Conscious,

but they exert a powerful influence, especially in

situations not readily broached by application of

learned rules. The interesting and difficult

question is what can be done to alleviate this

situation and help more students overcome their

misconcept'Dns.

ANALOGIES IN INSTRUCTION

One approach that has shown promise (Brown &

Clement, 1987; Clement, 1987) makes use of

selected analogies to help students transfer

"correct" intuitions (in agreement with tt,

accepted view of physics) to areas of difficulty.

This approach is based on the observation that

people have, even prior to any formal instruction,

intuitions and concepts that are correct and

useful. The strategy is to help them make these

intuitions explicit and extend them to appropriate

new areas. A misconception for a given problem

may be challenged by a correct concept (proposed

by the teacher or transferred by the student from

a related problem), and the two concepts may

compete in the student's mind until, by judicious

choice of examples and arguments, the student

(with the tutor's help) comes to understand and

believe the correct concept. This is in contrast

with the traditional approach of simply informing

the student of the correct concept. In many

instances the latter approach just does not work,

because students are unable to forget their

intuitions. They may be able to ignore them in

easy and straightforward situations, but in more

difficult situations students must rely on them.

The strategy based on analogies acknowledges

students' intuitions, and helps them recognize the

appropriate areas of applicability.

BRIDGING ANALOGIES

When A student gives evidence of relying on a

misconception in a specific problem (the "target"

problem), the strategy calls for bringing to the

student's attention a problem that to the expert

is analogous, and for which there is reason to

believe the student has a correct intuition. Such

a problem is called an anchor. The strategy calls

rvr verifying that the student indeed has a

correct understanding, and then asking him or her

to compare the two problems (anchor and target)

and his or her responses to them. To the expert,

though not necessarily to the student, the two

answers are contradictory.

Finding appropriate anchors is not always

straightforward. It requires teaching or tutoring

experience combined with empirical trials. The



knowledge and logic of the domain expert are not

sufficient, because it is the student who must be

"anchored" in the cognitive seas. Of course,

different student! may find different anchors most

useful. In a classroom situation this may require

some compromises, while in a tutoring situation it

calls for some judicious probing.

Even when an appropriate anchor has been

established, success is not necessarily at hand.

Although the domain expert sees the analogy

between anchor and target, in most cases the

student does not. One approach woula be to just

explain the analogy, and hope for the best. But

that would be contrary to the spirit of this

approach, which aims to have learners construct

the necessary connections and intuitions. It

would probably also be futile. It is through the

effort to resolve contradictory answers to

analogous problems that this approach works.

When the conceptual gap between anchor and

target is too great, the strategy calls for

establishment of intermediate steps, called

bridging analogies or bridges for short), which

break the gap into smaller steps. A bridge will

have some things in common with the anchor, some

with the target. By comparing each with the

bridge, one hopes to enable the learner to span

the conceptual gap, and to transfer the correct

intuition to the target. In practice it has been

found that multiple bridges are often necessary,

resulting in a chain of analogies. Different

Learners will require more or fewer - and in some

cases different sets of - bridges. When the

strategy works ideally as intended, the learner

constructs the correct concepts with a minimal

amount of "being told."

THE BRIDGING ANALOGIES TUTOR

We have designed, implemented, and tested a

computer-based tutor that makes use of this

strategy. The Bridging Analogies Tutor is

activated when a user answers incorrectly on a

target problem. It is interactive in the sense

that it uses the pattern of the learner's

responses to decide on its next actions. It

establishes an ancaor, followed by bridges as

necessary. In addition to posing a series of

problems analogous to the target problem, it asks

the user to consider pairs of problems that he or

she has previou5ay answered, and to compare his or

her answers on those problems. The user is then

given the opportunity to change answers. Each of

tne responses is used to help determine the

Tutor's future actions. It is designed to help

the learner arrive at correct answers to a

succession of bridges until he or she chooses the

correct answer on the target problem. The Tutor's

presentation to the learner is in the form of text

messages and of drawings on the screen. The

learner's responses are keyboard entries. In the

current version of the Tutor, all the responses

are chosen from m-nus.

A Specific Topic: Forces in Statics

As a concrete example, we will describe the

Tutor's operation in the domain of forces exerted

by static rigid bodies. A much-studied problem in

the research literature is the "book on the table"

problem: a book is resting on a table; does the

table exert a force on the book? The physicist

says yes, the great ma-jority of non-physicists say

no: the table is just there, in the way, it's

rigid, it's inanimate, it doesn't "know" how to
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push. Even after a course in physics, large

numbers of students still say no (Halloun &

Hestenes, 1985)! (The question of the magnitude

of that force logically follows; but it has been

found that the major barrier for students is

whether there is a force at all, and this portion

of the Tutor focuses on that question. Another

part of the Tutor concerns magnitudes of forces.)

This problem is typical of ones in which

misconceptions play a dominant role. It is

typical also in that while it appears elementary,

understanding the principle (actually an

application of Newton's Third Law) is crucial in

many situations and problems in physics. But in

these problems other sources of difficulty are

more obvious, and this very basic misconception

tends to be overlooked. Furthermore students are

not able to articulate their wrong conceptions and

thereby alert the teacher to the root of the

problem.

The Tutor's memory contains a network of

examples (shown schematically in Fig. 1) that it

can present to the learner. It is from this

network that the Tutor searches for an anchor and

for bridges. Actually, this version of the Tutor

works with a slightly "harder" target problem - a

fly on a road. We chose this because we feared

that too many students would get the book-on-the-

table problem right, and we wanted to have a

sizable sample of potential subjects for the field

test. In fact, however, all but one of the

subjects in the interviews saw the two problems as

analogous, when they had the wrong answers as well

as when they had the right answers. The anchor

(in this case a stack of books in the hand; does

your hand exert a force up on the books?) "works"

8 6



for essentially all learners - that is, their

intuition is correct.

Having established the anchor, the Bridging

Analogies Tutor asks the learner to consider why

his or her answers to the anchor and target are

different, and offers him or her the chance to

change answers on either, or both problems. (Fig.

2 shows both some sample dialogue and some

representative diagrams). If there is no change

in answers, the Tutor splits the conceptual

difference between anchor and target, and brings

up the bridge case of a book on a spring. (In

Figure 1, the various bridges are arranged closer

to the anchor or the target as the situations they

represent are conceptually closer to the anchor or

the target. These determinations were made based

on earlier pilot studies.) The question is always

the same: does the object on the bottom (in this

case the spring) exert a force on the object on

top (in this case the book)? The Tutor then asks

for comparisons between this bridge and the

anchor, and between the bridge and the target,

each time reminding the user of his or her last

answers to these problems, and giving him or her a

chance to change those answers he or she wishes

to. Users are asked to make comparisons both when

their answers are right and when they are wrong.

The cycle of find-bridge-and-compare is

repeated. Each time, the conceptual gap to be

split is between the "hardest" (i.e. furthest from

the anchor) problem the learner answered

correctly, and the "easiest" one he or she

answered incorrectly. For example, between the

book on the spring and the book on the table,

there is the book on a flexible board resting on

sawhorses. The entire process is recursive, as

882

Imagine a medium size textbook resting on a
dining room table.

While the book is resting there the table:
A. IS exerting a force up on the book
B. IS NOT exerting a force up on the book

Please rate your confidence in this answer:
*bhnd guess* *not very coal* *somewhat con!

conf* *I'm sure*

Imagine that you are holding a textbook in your
hand.

While the book is resting there your hand:
A. IS exerting a force up on the book
B. IS NOT exerting a force up on the book

(** again give an answer and confidence )

For "a book in your hand," you said:
your hand IS exerting a force up on the book
(with high confidence).

But for "the book on the table," you said:
the table IS NOT exerting a force up on the book
(with fair confidence).

Explain why these answers are different.

Do you want to change your mind on either or
both of them?

Fig. 2

f,3
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shown in Figure 3. The heavy lines linking

examples in Figure 1 indicate one out of many

possible paths an individual learner might take.

Of course, the Tutor may run out of new bridges to

call up. In that case, it pulls from its memory a

stored "hint," mores or less directive. This hint

is local - it pertains only to the particular
04 bridge problem then under consideration. The
C)

Tutor then continues with the find-bridge-and-
C) compare routine.
<C The strategy of the Bridging Analogies Tutor

is constructivist in the sense that it gives the

learner every opportunity to decide on his or her

own answers, and to change them. Even when the

learner is asked for comparisons, there is no

implication that either answer was incorrect.

This process is time consuming. It works best in

areas where traditional methods fail most badly,

such as qualitative physics (generally considered

very important, but a weak point of physics

instruction), where the barriers to understanding

are deeply rooted and hidden.

Comparisons

The comparison questions are really at the

heart of the Bridging Analogies Tutor. First,

they encourage analogical thinking. (We have
C.1:1

documented instances where subjects spontaneously
01 use analogical arguments during the tutorial
C)
04 sessions.) Second, they offer the possibility of

bringing about disequilibrium in the learner. In

the language of Inhelder, Sinclair & Bovet (1974),

they confront the learner witn two schemes

(intuitions) that lead to inconsistent

conclusions. Of course, what is a contradiction

to the domain expert may not be one to the

beginning student. But the Tutor, by probing



through comparisons for the point where the

student does feel the contradiction, can in many

cases bring on an acute cognitive dissonance and

with it the impetus for conceptual chance. Third,

comparison questions provide tests of the

stability of subjects' conceptions as revealed by

their answers and by the changes in their answers.

To be sure, the comparison questions are for

nought unless the learner really thinks about

them. Our field trials have been carried out with

an experimenter present. The experimenter'.. main

function is to encourage the subject to "think out

loud," to provide rationales for his or her

answers. nOW to get learners to think hard about

such problems and comparisons without an

experimenter present is a challenge we have not

yet taken up. Since this project is still in the

research and formative evaluation stage, it has

seemed justifiable and advantageous to have an

experimenter present during the tutoring sessions.

We have also experimented with tutoring

sessions involving two subjects rather than one.

Our limited experience has given support to our

hope that, with the two subjects interacting, the

experimenter needs to intervene very little to

keep the subjects thinking and talking.

Confidence Levels

The reader may have noticed a passage in the

dialogue reproduced in Figure 2 that has not yet

been mentioned. After each answer to one of the

problems, the subject is asked how confident he or

she is of his or her answer, on a 5-point scale.

This is an attempt to obtain via electronic means

some of the information a human tutor would get

via voice inflection, facial expression, or body
language. This information is used as input to

8P6

the decision mechanism of the Tutor, in ways that

are too complicated to be described here (Murray,

Schultz, Clement & Brown, 1987). As one example,

if a subject's answers to two questions are the

same but with greatly different confidence levels,

the Tutor might ask him or her about just that

difference. we have some evidence that just

asking about confidence levels leads some subjects

to reflect on their answers and on their thinking.

Topics

This report has dwelled entirely on the topic

of the existence of forces between static bodies.

This was the prototype topic of the Bridging

Analogies Tutor, and the one on which we have the

most data. In the field tests, we also obtained

data on a tutoring sequence about the magnitudes

of forces. These data will be reported elsewhere.

Other networks are in various stages of design.

An important feature of the Tutor is that the

problems and associated graphics (in other words,

the domain-specific materials) are decoupled from

the Tutor's control structure. Thus the

modification of existing networks via new

examples, or the creation of new topics, requires

only the addition of new materials into a text

file (and, optionally, new diagrams). Conversely,

it is possible to change the control structure of

the Tutor, and theraby to change, within limits,

the tutoring strategy. For instance, one of the

nodes in the static-forces network is a

description of the molecular nature of matter and

of the springy nature of molecular bonds. Since

this version of the Tutor was impLemented and

tested, we have come to understand that this

example is more in the nature of a mental model

than a ',ridging analogy. A small change in the

8R?
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Tutor's control structure could move this example

to the beginning of the tutoring session. Then

one could investigate the relative effectiveness

of this new sequence and the one we have

implemented. This is one of the ways the Tutor

lends itself well to continuing research.

FIELD TEST

Subjects were interviewed in one-hour

sessions with the Bridging Analogies Tutor, mostly

individually, but a few time \ pairs. The

interviews were recorded on tape. The

computer collected all subject responses as well

as the questions eliciting these respor.3es). The

response's were analysed to obtain information on

effectiveness of the Tutor and to look for

peterns in responses.

The subjects were drawn from basic

mathematics classes at the University of

Massachusetts. A pre-questionnaire was given to

all students in 10 c'asses, resulting in 180

written responses. Tile questionnaire included one

problem that is a slight variant of the target

problem, and another one close to the anchor. Two

other questions were included to make the intent

of the pretest less obvious. Students who took

the pretest were asked to volunteer for the

interviews.

Subjects were chosen from among students who

answered incorrectly on the target problem and

correctly on the anchor. (This is the combination

of answers and beliefs for which the Tutor was

designed; sixty-six percent ..)f the students

answering both questions on the pretest fit this

pattern.) Under the direction of the computer

tutor, they were led first through the existence.

8138

of-forces network, and then, as time allowed,

through the magnitude-of-forces network. None of

the subjects had taken college physics; fewer than

20% had taken physics in high school. The

experimenter's role was limited to making sure

that the subjects could activate the Tutor, and

that they verbalized their ideas.

RESULTS

The best of human teachers bring to a

tutoring task a wealth of experiehce, knowledge,

and ways of assessing the stet: of a learner's

concepts. To hope to simulate all that in a

computer environment is an ambitious task,

especially when more than simple factual

information is to be learned. In building

computer tutors, we believe multiple cycles of the

sequence design-implementation-testing-evaluation

are indicated, not only to build a good working

tutor but to learn more about the tutoring

process. The results from this field test are

reported in this spirit - formative evaluation on

the road to more complete and more successful

tutoring strategies.

We report results from 13 interviews with 15

subjects (two interviews with pairs) who completed

the Bridging Analogies Tutor on the topic of

static forces. In addition, we have several

partially-completed interviews, which added

information to some research questions, and four

interviews in which the subjects answered the

target problem correctly at the outset, despite

having answered incorrectly on the pretest. The

latter subjects were automatically passed by the

Tutor to the magnitude-of-forces network.
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Some questions to which we sought answers in

this test are:

1. Can the Bridging Analogies Tutor help students

overcome misconceptions?

2. If so, under what circumstances (types of

students, types of domains, etc.) does the Tutor

work better or less well?

3. What parts of the Tutor (e.g. comparison

questions, confidence questions, ei.c.) contribute

most to its success?

Effectiveness

The answer to the first question is yes. We

have five "existence proofs" - interviews in which

the Tutor succeeded without having to resort to

any "give-aways" of answers along the way.

Because they were not told the correct answer, we

assume that these successes represent a reasoned

shift in the students' point of view. Tnis

conclusion was supported in general by students'

comments during shifts.

All but one of the subjects answered the

target problem correctly at the end of the

tutoring session, with a confidence of at least 4

on a 5-point scale. (The remaining subject

under tood the suggested analogies but steadfastly

refused to believe them.) This is in marked

contrast to their initial responses: at the

beginning, all of them answered the target problem

wrong, and 9 out of 15 were confident in their

wrong answers at least at level 4 .

Most of the subjects needed a hint at some

point along the network because they were stuck on

an incorrect answer, and the present Tutor had no

more bridges to propose. However, 9 out of the 15

subjects arrived at a correct answer to the target

problem either with no hints as all, or with hints

870

on problems early in the sequence. These hints

enabled them to continue on the network of

bridges, thinking about comparisons and changing

their answers and confidence levels one by one.

Most subjects needed to pass through the node

in the network in which matter is described as

being made of molecules with springy bonds (shown

in Figure 1). Many indicated with verbal comments

that they remembered this from some high school

course, but did not spontaneously apply the

knowledge to the problems. It is possible that

presentation of this information at the beginning

of the tutoring sequence would help students

arrive at the correct concept faster. Ho aver.

the only subject who was explicitly asked stated

after the session that it was preferable to have

considered many problems before being presented

the molecular model (see excerpt in the next

section). Nevertheless, this is a legitimate

question for future research.

The comparison questions alone instigated a

change in belief at some point in the network for

about half the subjects. This suggests that

bridging and analogical thinking are effective

instructional strategies for many students, but

may not be powerful enough to be used exclusively

with all students.

An average of 7.5 example situations were

needed to bring subjects to correct answers on the

target problem. This supports the idea that many

nodes are needed in the tutoring network, and that

the anchor and target problems were indeed distant

analogies.

Barriers in the Network of Analogies

Analysis of where in the network subjects

spent most time or had most difficulty indicates

871
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442 that the analogies between the books-on-the-hand

and the book-on-the-flexible-board problems (the

right half of the network in Fig. 1) were readily

accepted by most (but not all) subjects. In fact,

the book on a spring could have served almost

equally well as an anchor. By contrast, many

subjects had great difficulty accepting the

analogy betwaen the flexible board (or any

situation to its right in Fig. 1) and the table,

which they took to be rigid and qualitatively

different from all the other surfaces. The

introduction of the molecular model was helpful

for some subjects but not needed by others. The

formative evaluation of the Tutor clearly

indicates that more bridges are needed in this

part of the network.

Subjects in Pairs

Among the subjects in this study there were

pairs wno worked together. Choice and pairing of

subjects was determined by times the subjects were

available to be interviewed rather than by any

information about their physics knowledge. Paired

subjects had to agree on all answers they entered

into the computer, but they could discuss reasons

(and even disagree on reasons) for these answers.

Based on our limited sample, we found pairs of

subjects to work very well: their spontaneous

interaction essentially eliminated the need by the

exp.:Jrimenter to remind them to make explicit their

beliefs and understandings. Excerpts of one

interview are included in the next section.

Other Topics and Questions

The analysis of our data on another tutoring

sequence (the relative magnitude of forces related

by Newton's Third Law) is not complete. It is

clear, however, that the Tutor in its present
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version is not nearly as successful for this

topic. Tte problem is that we did not have as

good a set of anchors and bridges as in the case

of the existence of forces. This underscores the

need for extensive research on students'

conceptions before implementing a computer-based

tutor using the bridging analogies strategy.

Further questions are suggested by our

results:

1. Can a computer-based tutor be built that bases

its actions on reasons for students' answers?

Subjects in our trials gave several types of

reasons for their answers, and a tutor that bases

its actions on the reasons students use could be

more effective than one that only uses students'

answers.

2. Can other strategies be implemented on the

computer? Choice of strategy might depend on the

type of domain or on what is known about the

student.

3. Can a computer tutor make reasonable judgements

as to when to change strategies?

EXCERPTS FROM TUTORING SESSIONS

We present here excerpts from some tutoring

sessions, which will give the reader an idea how

the Tutor actually worked with Leal students. The

students' comments were recorded on video tape as

they worked under the guidance of the mutor, and

were transcribed later.

The first series of excerp'.s is from the

tutoring session with "Annette". She begins like

most subjects, answering the fly-on-the-road

problem and the book-on-the-table problem

incorrectly, and giving reasons indicative of the
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misconception that "rigid" stable inanimate

objects cannot exert forces. She then answers

correctly the anchor, the many-books-in-the-hand

problem. Soon after, she answers correctly the

very similar one-book-in-the-hand problem, but

with lower confidence.

"I don't know how confident 1 am any more.

I'll put 'somewhat'."

The program asks her to explain her different

levels of confidence on the two problems. One

explanation might have been that holding up one

book does not lead her to imagine exerting a force

as vividly as holding up a stack of books. But

Annette has been thinking of the previous

problems, and it is her increasing doubt about

those that comes out as decreasing confidence in

the more recent questions.

"Well, I don't knew how sure I am that the

table and the ground aren't pushing up, after

the last question."

Experimenter: "This, of course, is asking not

about the table or the road, it's just asking

you about - "

Annette: "But that's why I did [my confidence

levels) differently."

This is a good example of how being asked about

confidence levels can lead a sc.udent to cognitive

conflict which may pay off later.

After being presented a few more examples and

comparisons between situations, Annette is asked

to compare a book on a flexible board (for which

she had answered yes - the board exerts a force on

the book) and a book on a table (for which she had

answered no).

"[The board) is not sturdy at all, and so it

has to be exerting somo kind of force up to

874

keep - ;pause, then laughs) This is like

blowing my whole theory. The book on the

board is pressing down on the board, and it's

bend'ng it. In order for the board not to

bend Al the way, it has to exert some kind

of pressure, but it kind of makes me think

about the book on the table exerting force.

I'll tell you why I answered them

differently, but I don't know why."

Annette is shown (on screen) a description of the

molecular nature of matter, and of spring-like

forces between adjacent molecules. She tries to

reconcile this information with her ideas on the

previous problems.

"Because if the springy bonds do push back,

then that means the table is probably pushing

up on the book, but I mean, I don't know."

(some hemming and hawing) "Unless we're

talking about molecules, I mean, unless we're

talking about the book on the table ... would

actually mean that there are molecules

pushing up on the book." (long pause) "I

think that my answer's wrong." (another

pause) "But there's a difference betwee

pushing back and exerting a force. Exerting

a force just seems so much more powerful.

But I guess just pushing back would be

exerting a force." (pause) "I think this is

wrong, that I should change it."

The above shows a long sfruggle as Annette

gradually puts together the ideas that are finally

convincing to her. After she finally decides to

change her answer on the book-on-the-table

problem, she is asked how confident she is.
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"Well, actually it can't be wrong if the

molecules are pushing up - then it has to be

exerting some kind of force on the book."

The passages excerpted here show the "wavering

points" of a tutoring session during which the

subject proceeda from a wrong answer (and a wrong

conception of the situation), with a considerable

degree of confidence, to the correct answer with

complete confidence. This session is typical in

that one really cannot identify a single turning

point in the subject's belief; rather, the series

of problems and comparisons plants the seeds of

doubt, and provides a stage on which competing

conceptions are compared.

"Laura" and "Tim" worked with the Tutor as a

pair. They met for the first time at the tutoring

session. They were told that they must discuss

and agree on their answers before keying chem in.

Like Annette, they answer incorrectly on the book-

on-the-table problem and correctly on the books-

in-your-hand problem. Asked to compare the two,

Laura starts to waver, though very tentatively.

Tim holds to his misconception.

Laura: "Maybe because when it's your hand,

you can feel yourself doing, you know,

pushing a force up on the books, so you're

more apt to answer it that way, but the

table, now that I think about it - "

Tim: "But the table is the same as the road

in that it's free-standing, and the table, I

don't think, is exerting any physical energy

to stand there - "

Laura: "I know, but it seems that way (pause)

It seems as though they should all have been

the same answers, kind of. If you answer it

that way for the books in your hand, the

45""t) r)

table must have to exert some kind of a force

to keep that book from falling through it,

maybe (pause) I don't know."

Throughout this session, there are many long

pauses, and sentences that trail off in the

middle. Laura is very uncercain, and Tim quite

confident in his wrong idea, and they decide not

to change. Tim is also confusing force and

energy, something we observed often.

Next they are given a bridging problem: a

book on a fairly stiff bedspring.

Tim: "The spring is compressing a little bit,

it's just that it's not as stable or as

strong as the table. If anything, the book

is exerting a force on the bedspring, but not

vice versa. So the spring is not - " (puts

his finger on the key that would input a no

answer)

Laura: (takes a deep breath and holds it,

causing Tim to hesitate with his finger on

the key) "Although (pause) when the spring

is being compressed it's exerting a force in

both directions, I'd say."

Tim: "Ahh, I didn't think of that. Umm,

yeah."

Laura: "So the spring is exerting a force up

on the book, and onto the table."

A few minutes later, the program proposes another

bridging situation: the book on a flexible board.

Tim: "Well, if we're going to stick by our

last answer, I think we'd have to say the

board is exerting a force up on the book,

just because the natural state of the board -

when you put a book on the board it bends,

and when you take the book off it would bend

back, and so its natural stare is to be
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straight across the sawhorses, and when

there's a book on top of it, it's still

probably trying to return to its natural

state."

Laura: "You know what they're going to say to

that one, don't you? They're going to give

us the book on the table example."

Laura is anticipating possible futur,) comparisons,

but not yet sure enough to propose a change in

answers.

The program introduces the molecular model,

and asks for a comparison with the flexible board.

They had answered both situations correctly, but

with lower confidence on the question of a force

exerted by springy molecules. The comparison

question leads Tim to come up with a spontaneous

analogy.

"You can use the pine board as scrt of a

large example of springy molecules, maybe.

We answered the pine board with greater

confidence [than the molecules question]

because with past knowledge of the pine board

in mind our confidence was greater."

As Laura predicted, the Tutor now asks for an

explanation of their different answers on

molecular bonding and the book-on-the-table

problem.

Tom: "Because the table is - uhh - not

springy."

Laura: "But the molecules are, and the table

is made of molecules."

Tim: "But, depending on the kind of wood,

assuming that it's a stronger wood, the

molecules arer't as springy, because they

said there are springy molecules - "

8 78

Laura: "Not as springy, but wouldn't they

still be springy, somewhat? They'd have to

be."

Tim: "They'd be springy, but not to the

weight of a book. Maybe to the weight of a

couple of anvils."

Laura: "Hmmm (pause) maybe not as springy to

a book, maybe there is a very slight force

there - "

Tim: "Yeah."

Laura: "Given even how slight it may be,

maybe there's still a force there. I don't

know."

Tim: "OK. Well then, maybe we should change

our answer on the table."

Despite Tim's attempt to distinguish between the

effect of a book and a couple of anvils, they

proceed to change their answer on the fly-on-the-

road problem as well. In an effort to probe the

stability of their answer, the experimenter asked

a follow-up question:

"Somebody this morning got to the same point,

and said yes, but a fly is really light, and

a book is a lot heavier - how can you compare

the two?"

Tim: "But if you drop a fly and you drop a

book, they both head towards the earth."

Laura: "They both exert a force, it's just

that one is stronger than the other."

Tim: "The molecules are so small that a force

of dropping a fly on the road would not make

a noticeable spring, but it would probably

create some disturbance in the molecules."

Tim invokes a mechanism to explain how a "rigid"

body can exert a force. Brown & Clement (1987'

have argued that this type of reason is more

879

445



446
helpful to many beginning students than an

explanation based on application of a law of

physics.

Aside from being another example of a

successful trial of the Tutor, this tutoring

se..ion shows the fruitful interactions possiole

when two students work together on the Tutor. It

could be argued that, left to herself, Laura would

have obtained the right answer much sooner. It is

possible, however, that her efforts to make her

ideas explicit to Tim led to much stronger correct

conceptions on her part.

General Comments by Subjects About the Tutor

All subjects found it to be interesting and

motivating, as indicated by their behavior and

their comments. Here are examples of wrap-up

comments:

"I think that it's a good program. It's

helpful when it goes back and tells you to

look at your answers, and then, once you've

thought about it - it forces you to think

about it, because it keeps bringing it back,

and then if you're totally wrong on

something, it tells you, so that you can

figure out why you're wrong."

Experimenter: "Tell me about your intuition

and your thinking and how it changed during

the hour."

Annette: "There are a lot of cases where it

changed. It seems like my intuition was

wrong almost every time, as far as just basic

- you think about a table, you don't think

that something's pushing up on a table; you

think about fly on the road, you know, you

don't think that anything's pushing up on it.

So it kind of - I mean, I have no physics

background at all, and it's interesting to

learn things like that, but at first it goes

against everything that your senses are

saying."

Experimenter: "Supposing that the order of

these things had been turned around, and the

program had told you right off the bat:

molecules exist, everything is squishy,

everything pushes, etc., would that - "

Annette: "No, I think that it's better that

you leave it where it was, because I found

that coming into this program without any

idea - you know, sometimes people will put

down what they think people want to hear, and

if it gives you that kind of explanation,

you're not starting from scratch, which I

think is better, because then - It's a really

good program, because you write, you put down

what you think your answer is without having

any clue, and then you put if you're

confident or not, and then you go back and it

keeps going back saying why, why, why, and it

gives you different examples. Then it will

say to you this is the way it is. It makes

you think at first, instead of giving you a

hint at first. I think that's better."

CONCLUSIONS

Not all tutoring sessions worked as well as

those with Annette, Laura, and Tim, and not all

subjects were as articulate in expressing their

beliefs. But overall the sessions were successful

enough to make us conclude that this approach is

effective, even if it may sometimes require human

backup. We recognize that we have not completed

the task of building a working tutor. But tests



with real students and formative evaluation were

necessary to provide the insights needed to design

future versions. We now have a long list of

desirable improvements. Some require more

sophisticated hardware and software, some further

cognitive research, some the use of artificial-

intelligence techniques. Two of us (T.M. and

K.S.) are pursuing this. More rounds of field

tests and formative evaluation will be required.

Each round is a step toward the goal of an

effective tutor, and provides increased

understanding of tutoring and learning strategies.
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Understanding Scientific Derivations:
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and Constructivist Learning Strategy
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Scientific and mathematical material is often formalistic and
presented as a concise sequence of deductive steps. The
presentation may be elegant but not necessarily ideal for the
learner. Analysis shows that the task of learning from scientific
text is complex and often poses difficulties for students. They
may be able to follow derivations step by step and handle the
mathematical formalism, but are often weak at tracing the
esssence separated from detail, and at intepreting the material
conceptually in qualitative or physical terms. Even advanced
students may resort to semi-rote learning and manipulation of
formalism, especially if test questions reward it. A constructivist
teaching and learning approach has been tried at undergraduate
level. During repeated passes through the material, the
essential Ingredients are identified, main reasoning steps traced,
and dependencies explained. Detail is handled separately.
Learners consciously process and restructure the material. The
approach has an explicit metacognitive P*^ ^-,'. which gives many
students an appreciation . ' the nature c.. deal understanding for
the first time. Examples are available from various areas of
physics.

A. INTRODUCTION AND OVERVIEW

Scientific and mathematical derivations often pose difficulties for
students in terms of real understanding, even up to graduate
levels.

Some examples from pnysics at various levels are derivations of
the following equations:

smut+ 112 at 2 ill kinematics,

P mg pgh pressure at depth h in a liquid,

E 2., 2c 2 + m02 c 4

x - V = -b- (1 - cosc)
me

PiT = (a&aV)u,N

in relativity,

for the Compton effect,

volume dependence of entropy.

A derivation usually consists of a sequence of steps, starting from
particular assumptions and information, drawing on general
physical laws, using mathematical techniques, and finally
deriving the desired result. The process of understanding
generally involves both conceptual physical reasoning and
mathematical formalism.

This paper concentrates mainly on scientific derivations of
reasonable length and complexity, at advanced undergraduate
university level, such as the last three examples above. However
the ideas would certainly apply more generally.

Although students may be able to follow textbook derivations step
by step, and perform the algebraic manipulations, they may
acquiro only a surface shon-term understanding. One criterion
for understanding and assimilation would be that the student be
able to reconstruct mertally the main ingredients and procedures,
thereby generating the result independently, without the text,
some time later when short-term memory has faded. Balanced
understanding also requires conceptual interpretation, so the
student should be able to answer qualitative questions about the
physical behaviour represented by the theory.

Students are often weak at tracing the essence of the material,
separated from the detail, and may rely on semi-rote learning and
manipulation of formalism. They are often unaware of the
deficiencies in their understanding, not knowing that
considerable processing, analysis, ancillary knowledge, and
resynthesis of the material is needed to make the material "their
own".

Text is possibly the most important source of scientific knowledge.
Learning from scientific text is thus one of the most important
modes of learning, if not THE most important, in the real world. It
is crucial that students learn how to learn independently from text
and emerge from their university education able to do it well, and
for this to occur explicit guidance and modelling is valuable. The
task of constructing a thoroughgoing understanding of a
scientific derivation is much more complex than is generally



recognised, and is not usually taught explicitly. It is not
ede rationally effective to leave students to "pick up" these skills
somehow while focussing on the material; some students will,
while others will never quite manage.

Scientific text has certain characteristics and limitations as a
learning medium. These play a large role in determining how
students learn, how they view science, and what they deem
understanding in science. Certain active processing skills are
necessary in studying scientific text for real understanding.
Those experienced in the topic may not fully appreciate the
difficulties facing a beginning learner, since experts have large
stores of compiled knowledge and skills which are mostly tacit
and are brought to bear automatically. Thus instructors may
provide little explicit guidance to the learner in the processes
needed to understand science.

A econstructivisr approach to understanding scientific derivations
from text is briefly as follows: The text must be actively processed
by the learner in several passes. The derivation must be
analysed, ingredients identified and characterized, essence
separated from detail, main lines of reasoning traced, links
visualized between various pieces within the material,
connections made to knowledge outside the presented material,
and heirarchical structuring visualized. A conceptual
understanding must accompany the formalism; the material must
be interpreted, qualitative behaviour understood, and physical
insight into the system developed. Explanations, advance
organisers and instances must be added as needed by the
learner. The material is then resynthesised by the learner,
probably in modified form. A self-questioning strategy, and
metacognitive awareness is valuable in this processing. This
approach will be elaborated in a later section.

We first turn to the characteristics of scientific text, and analyse
the task of learning from it.

B. UNDERSTANDING SCIENTIFIC MATERIAL:
TEXT CHARACTERISTICS AND TASK ANALYSIS

We will characterize the nature of scientific text and the task of
learning from it. Some of the aspects listed below are inherent
in the text form of presentation, some arise in the trade-off
between brevity and explanation, while other aspects depend on
the writing style and didactic approach of the author.
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1. Concise.
Text treatments tend to be concise, particulary at higher levels,
with non-essentials omitted. The degree of explanation depends
on the author. Few cognitive links are presented either within the
material or to items outside the material. Learners will have to
provide their own links to assimilate the material.

2. Mathematical.
Mathematics is an important part of the 'language' of science.
Mathematical formalism has a high information density, and
must be interpreted. A single graph or equation contains P. great
deal of information, and tacitly assumes considerable
background and interpretion skill by die reader. A long time may
be required to process a few lines. Certainly the material cannot
be 'read' in the same way as ordinary text.

3. Scientific writing.
Scientific writing is different from everyday writing, both in
conciseness and structure. Here is a sentence occurring in a
derivation of the equation P = pgh: "Consider the equilibrium of
an imaginary cylindrical element of fluid, of thickness dh and
cross-sectional area A, at a depth h in an incompressible fluid of
density p, as shown in the figure." To follow this requires careful
mental processing and imagery.

3. Pyramidal; prerequisites.
Science is a pyramidal subject - one layer of concepts,
knowledge and skills is built on another. Texts assume a
prerequisite knowledge and skill base, and unless students
possess this, it is difficult for them to adequately understand new
material. They will have to go outside the material to develop
what they need. This may not happen easily, since it is an
additional time-consuming task.

4. Few advance organisers or questions.
Texts may not provide much in the ...cry of 'advance organisers',
advance instances, or lead-in questions, which could 'set the
scene' for the learner, provide a context, and pose the questions
which the section is proceeding to answer. This makes it more
difficult for learners to place the new material in a broader
context and relate it to general and specific aims. The learner
will have to attempt to do this after reading the section, and then
re-read.

5. Few advance instances.
Generalities and abstractions may not initially be meaningful
without concrete instances on which the learner can hang them.

. . 8R 7
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6. Surface :eatures of text: a learning danger.
The apparent visual dominance of the text by mathematical
equations, with conceptual understanding and interpretation only
implicit, is a danger to learning if it leads the student to think of
understanding science as mainly mastery of the formalism.

7. Linear sequential presentation.
Text by its nature gives a linear sequential presentation.
Learning however usually involves backtracking, jumping back
and forth, linking different items, selecting out, grouping together,
etc. Mental rearrangements and cross-links are needed in
learning.

8. Essence and detail.
Main ideas (eg principles) and details (eg equation
manipulation) have similar apparent status in text format and are
not automatically distinguished, except possibly by cueing
language. Heirarchy is not immediately evident. The learner will
have to identify and characterize items, and construct a mental
heirarchy in which to place them.

9. Content and process.
Scientific treatments by their nature tend to focus on the subject
matter ('content') rather than on the learner or the processes of
understanding. 'Acquisition' of presented material may seem to
be tr.* aim. The learner will have to master the processin:
without much guidance.

10. Non-interactive.
Text is clearly non-interactive. The form of the medium may thus
tend to 'suggest' passive following and absorption of presented
material, rather than active processing.

11. Qualitative reasoning, physical insight.
Qualitative reasoning and physical insight are much neglected in
conventional texts, compared to the formalism and procedural
aspects. The understanding this develops is one-sided: it is not
unusual for a student who has mastered the formalism to be
stumped by quite simple qualitative conceptual questions on the
same material. The conceptual side will have to be constructed
by the learner in text processing.

12. Interpretation.
Texts offer varying degrees of interpretation. Most give little
interpretation of stages in the derivation. The result is usually
discussed briefly, possibly followed by application to

examples. Interpretation is crucial to full understanding. The
learner needs to spend time considering the form, meaning and
implications of results, and the reasons for the dependencies
exhibited.

13. Deductive/inductive.
Text presentations tend to be deductive rather than inductive.
They tend to work top down, from presented generalizations
(theor) to consequences in specific cases. The need for the
theory is not always clear. It is as important to ask what the
questions are as to know the answers.

14. Finished product.
Texts tend to present the polished finished product of human
endeavour. Arnold Arons has noted that we present students
with cut flowers rather than let them see the plants growing.

15. Approach.
Text approaches, particulary at higher level, have a mainly
subject-matter focus. Approaches are not usually from a
pedagogical, historical, cognitive, or discovery perspective. If
some of these alternative perspectives are useful in developing
balanced understanding, the student will have to provide them.

16. Traces of invention.
The "draft" thought processes involved in creating 'he derivation
(starting points, aims, possibilities, approaches, backtracks, tries,
checking, etc) are eliminated. The student sees no traces of
invention. Yet to fully understand the material, the student
needs to have tried to develop it.

17. Authority in science.
The message conveyed is that of the authority of the text and the
correctness of the material. The studer' usually does not
question this, not the presentation approach.

18. Bookleaming.
Booklearning can often seem isolated from the real world it is
supposed to represent. Students may be unable to handle
questions using real phenomena even after book study.

19. Authors: content-experts.
The authors of textbooks, and those who teach from them, are
most often content-experts, who mat' or may not have
pedagogical expertise. They possess direct and ancillary
compiled knowledge and skills in the topic, but much of this is
tacit. The student has a greater task than the author may realize.



The list above shows the limitations of text for learning, and
indicates that much active processing of the text by the learner
will be necessary to construct understanding.

Note that although there are many common limitations of text for
scientific learning, it is not necessarily suggested that authors
modify the presentation to provide as much learner support as
possible, in the way of explanations, background material,
discussion, interpretation, process or metacognitive discusssion
etc. Certainly this would be helpful, since at present the balance
seems the other way. However too much might obscure the
material - and more importantly it is the individual learner who
ultimately must construct the knowledge from the text, dissecting
it, providing background knowledge, reassembling it, interpreting
it, etc. It is this skill that is crucial to develop. Furthermore, even
if some texts gave comprehensive content and cognitive
discussions, most would not, and the independent learner must
be able to handle these.

C. LEARNING, TEACHING AND TESTING TENDENCIES

The abovementioned characteristics of scientific texts give rise to
certain learning, teaching and testing tendencies. Ideally students
and teachers should be aware of this.

C1. Learning tendencies

Some of the following learning tendencies may sound familiar,
particulary for students studying for conventional course
examinations. Learning may be semi-rote, with considerable
recourse to memory. A surface knowledge may be acquired,
which is not yet integrated into the student's framework, and will
not par into long-term term memory. The perspective may be
formula-centred, with the student worried about reproduction of
algebraic steps. Qualitative reasoning, physical insight, and
interpretation will be weakly developed. Thus the understanding
will be incomplete and unbalanced. (This can be revealed by
innocent non-formalism questions). The student may be able to
follow the material as presented, but not generate the main
features independently some time later. Trees and forest may be
unseparated in the student's mind, and hence the student may
have the impression of lots to be remembered in a field like
physics, rather than just a few powerful principles and laws.
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The situation described also tends to give the student a particular
(and unfortunate) view of the nature of science, and of the nature
of understanding in science. It is also unlikely to provide much
aesthetic or intellectual satisfaction, nor the motivation that
derives from this.

Students may not in fact be aware of the shortfalls in their own
understanding. Unjustified satisfaction with their level of
understanding may be reinforced if they pass conventional
examinations which emphasize formalism and memory.

C2. Teaching tendencies

The inherent features and limitations of scientific text could in
principle be overcome by appropriate instruction and
explanation. The explanatory function of a teacher would be an
important aid to the text. However, here also there are certain
tendencies which may thwart this potential.

Classes may be large, and the conventional lecture method
consists mainly of "delivery" of material. Teachers, particularly
university lecturers, tend to teach "by the book". There is pressure
to 'cover' a syllaous. 'Merl is also a tendency to teach as tone
has been taught, and to teach what is easiest to teach (eg the
formalism), neglecting the harder and less visible aspects
(processes). When taught by content-matter experts the
approach will naturally be content-centred. The teaching will in
fact probably match the book derivations and end-of-chapter
exercises quite well. To compound all this, lecturers have little
training in education or their teaching task. A good instructor will
have to be aware of these tendencies and work consciously to
combat some of them.

C3. Testing tendencies

There are also certain testing tendencies which prevent the
development of balanced understanding. The type of questions
used in tests strongly affects learning.

It is hard to test well at higher levels in science in a conventional
examination format. When one is restricted to say 20 minutes per
question in an intermediate electromagnetism course, one must
usually ask something fairly routine. Hence bookwork and
formula-centred problems may predominate. (A different exam
format, eg take-home, could overcome this). Pragmatically. one
also tests what is easiest to test and to mark. Students' leE, ning
objectives will be formed by the type of questions they see in the
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exams. If one wishes to encourage a different emphasis and
type of learning, one has to work hard at devising assessment to
match this.

D. LEARNING APPROACH: ANALYSING, TRACING THE
ESSENCE, QUESTIONING, RESTRUCTURING

The recognition of the abovementioned problems in learning and
teaching science, particularly from text, prompted the
development of a learning approach for scientific derivations.

The approach taken is basically constructivist. The learner,
using the text and other resources, must construct the material in
his or her own mind. Such a cc"etruction of knowledge and
understanding will involve active processing and reconstruction
of the material. A scientific derivation must therefore be analysed,
interpreted, added to, and resynthesised. The process will involve
posing questions at every stage. Reflection on and management
of ones own cognitive processes is important. There will be
several passes through the material, focussing on different
aspects each time. The first pass may well be linear, to get an
overview of what its all about. In subsequent passes one will
purposeful: jump around.

Aspects of the process are given below. In practice, many of
these processes will become tacit and automatic rather than
conscious. We have in mind rather a lengthy derivation involving
several inputs.

Analysing.
Taking apart the derivation, identifying and discriminating its
various 'ingredients'.

Characterising.
Characterising ingredients by nature and function, eg as general
principle or law, assumption, definition, relationship,
manipulation, constraint, special case, knowledge item, etc.

Tracing the essence.
This involves separating essence from detail, and tracing the
main lines of the derivation. Detail is set aside at this stage. One
builds mental lines across the text material, linking central ;terns,
seeing how they relate and contribute. One constructs an
overview of the heirarchical organisation of the material.
Processing is easier if one groups coherent parts of the
derivation, and 'chunks' items - eg one may treat three lines of
pure mathematical manipulation as a chunk.

Links to external material.
It may be necessary to link to ancillary material not explicitly in the
presented text in order to complete one's own picture.

On hold.
It may not be possible for a particular learner to understand
certain aspects of a derivation without going outside of the
material to get necessary knowledge and skills not yet
possessed, or obtaining help. The leamer can either take time to
do this, or can temporarily accept certain things pending this, in
order to get the gist of the rest.

Scene-setting.
One may need to set the scene for oneself by placing the material
in a broader context and specifying both broad and specific aims.

Trac' backward - origins and dependencies.
By wo...ing backward through the material, one can trace the
origins of selected features of the result, and can explain the
form and dependencies of the result. For example one might
wish to explain the origin of the (ut) term in the kinematic equation
s = ut + 1/2 at 2, or explain why t appears squared in the second
term. Or one might wish to axlain why the mass does not
appear in the expression for the period of a simple pendulum.

Creation of instances.
To provide oneself with concrete examples, one may create
specific instances to accompany the general theoretical
treatment.

Qualitative reasoning and physical insight.
A conceptual grasp of the material involves the qualitative
behaviour of the system, eg knowing how a change in one
quantity will affect another, without having to go through all the
mathematical calculations. Physical insight into the behaviour of
the system should enable one to predict the general features of
the result without recourse to formalism.

Interpretation and implications.
One should be able to interpret the result, and note its
implications.

Restructuring.
The analysed material can be modified and restructured, possibly
with a different ordering, emphasis or approach, an. notes or
explanations added, to suit the personal cognitive needs of the
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learner. This can be done mentally during processing, and also
in writing. Very often, a rewritten restructured derivation, with
personal explanations, is the most valuable tool for study or
reference at a later date. lhe act of rewriting helps to make the
material 'one's own'. This version need not, and preferably
should not, contain all the details; it should be an explanatory
ouline, emphasizing the essence. Note that in the process of
restructuring, the 'centre of control' of the topic shifts to the
learner, rather than being with the text. This is important for
active, lasting learning.

Self-test.
One can test one's own understanding by setting the material
aside, and trying to generate the essence mentally. Unless one
can do so in a few minutes, (and not from short-term memory),
one has not yet properly understood or asssimilated the material.
Eventually, the material must come out of oneself if it has been

properly intergrated into one's knowledge structure. Also the act
of trying to regenerate independently is itself a valuable learning
tool during processing.

' Teaching.
Real or imagined teaching and explanation of the material to
another person is valuable in developing and checking
understanding. Gaps come to light.

Note that much of the above processing for understanding is
done tacitly by experts, with only partial conciousness of their
own thought processes. The main conscious focus Is on the
material, and it is only when experts find new material difficult
that metacognitive awareness and strategies become more
consciously deliberate. Students on their own may or may not
develop good strater,:es for learning, and if they do it may take
many years. It would seem educationally more efficient to
provide students with explicit guidance on how to do it.

During instruction, the instructor can ask questions aimed at
hringing out the various aspects of understanding. These
questions would form the model for self-questioning by the
student in future. If study assignments are given, questions
about the material can form part of the assignment, to promote
thought about particular aspects, guide the study, and help
students assess their own understanding. Mini-problems can
also be set to accompany study, each of which focusses explicitly
on a particular aspect of understanding, (eg explaining physically
a particular dependence in a result, or taking a specific instance
to help concretize the general).
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E. SELF-QUESTIONING GUIDES

Self-questioning guide forms have been devised to help students
develop learning skills for scientific derivations. It was found that
discussion of the issues during discussion of particular sections
did work, but was soon forgotten; printed guide forms had more
impact and permanence.

Note however that such guide forms are NOT intended to serve
as a mechanical aid to learning or teaching, simply to be "filled
out". This would go counter to the constructivist model of
learning that is being advocated. The forms are general guides,
not yet adapted for a particular topic or group of learners; they
can function as models for teacher and student to produce
modified specific guides. Ideally, the student would devise his or
her own self-questioning guide for the particular topic at hand. It
is also not appropriate for teachers to look at such forms as a
packaged teaching device; it is important that they construct their
own guides to match their own particular teaching situations.

The general guides are shown on the following pages.

8 P 5
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SELF QUESTIONING GUIDE 1: SELF QUESTIONING GUIDE 2

1A. SCENE-SETTING AND AIMS:

The place of this in the broad picture is

What are the broad questions and problems of interest in this
field?
And the specific questions in this topic? The problems?

Aims?
Generally, how would one go about tackling this? Where would
ono start? What approach? Using what?

1B. ANALYSIS AND TRACING ESSENCE

To do the above, we START from the following: ("ingredients").
ITEM CHARACTER (eg law, constraint)

EXPLANATION OF RESULT

Tracing backwards through the derivation, to explain the origin,
form and features of the result.

'Thus this result ARISES FROM (and depends on)
and
and

(Identify assumptions, relationships, restrictions, special cases,
knowledge items etc)

*From whence cometh .. .... ? (particular feature of result) ...
(trace back)

1
We note that the DEPENDENCY of on2

is of the form3
Which arises basically because andetc

And IF
1. which means
2. which means
etc.

THE INTENDED GENERAL METHOD BEING TO:

THEN, by doing
and (basic steps/procedures)

IT FOLLOWS THAT
(Resul)

Note that such an analysis scheme leaves aside all details and
mathematics, but traces the essential ingredients and lines of
reasoning.

*We see that IF
then

The REASON THAT
is essentially because

r,clq'i

(changed situation)



SELF-QUESTIONING GUIDE 3 SELF-QUESTIONING GUIDE 4

INTERPRETATION

4A. THE SUBJECT-MATTER APPROACH CHOSEN
' QUALITATIVE REASONING
This result has the features and The approach chosen here by the writer is
which mean that and
The dependence on (variables)
is (eg inverse, squared etc),
which means the type of behaviour is Alternative approaches would be

PHYSICAL INTERPRETATION with the features/consequences that
The physical interpretion of the result is that

'IMPL CATIONS
The implications of the result are that
and

*SPECIAL CASES
Interesting special and limiting eases are
and

*PHYSICAL INSIGHT
Does the result and its dependencies make physical sense9
Explain
Could its general features be obtained by physical reasoning? (ie
with°, 1 full mathematics)

*CREATI( OF INSTANCES
Illustrative specific instances would be
and

*ARITHMETIC ILLUSTRATION
Arithmetic or atio examples to highlight the dependencies might
be

4B. THE PRESENTATION

The author's way of presenting the topic was

For the learner, this had the features
(good and bad)

An alternate presentation, or ordering, would be

I liked/didn't like/ would have preferred

The wry I would teach it would be

0 r -1
0 .-.:
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NOTES:

1. It is clearly not possible to go through such a comprehensive
type of analysis and reconstruction for each derivation in a
course. However it is desirable to do it for a few selected topics,
so that the learner becomes aware of the many aspects involved
in constructing real understanding in s"ience, and has a model
on which to base his or her own processing of material in the
future. The explicit metacognitive aspect of the self-questioning
approach gives many students an appreciation of the nature of
real understanding for the first time.

2. Assessment must go hand in hand with the type of
understanding emphasised in the cou:se. If the aspects of
understanding considered in this paper are considered
important, then questions should be devised to assess, reward
2.1d encourage them, otherwise examinations will belie
objectives, and much teaching effort may be in vain.

Tt:a author wishes to acknowledge a conference attendance
grant from the Human Sciances Research Council.



ERRORS AND MISCONCEPTIONS IN

COLLEGE LEVEL THEOREM PROVING

Annie Selden and John Selden

Mathematics Department

Tennessee Technological bniversity

INTRODUCTION

In this paper we describe a number of types

of errors and underlying misconceptions that arise

in mathematical reasoning. Other types of

mathematical reasoning errors, not associated with

specific misconceptions, are also discussed. We

hope the characterization and cataloging of common

reasoning errors will be useful in studying the

teaching of reasoning in mathematics.

Reasoning in mathematics is no different from

reasoning in any other subject. Mathematics does,

however, contain many exceedingly long and

intricate arguments. The understanding of such

arguments is essential to the correct applicat.on

of mathematics ds well as to its continued

development.. Indeed, in mathematics it is the

proofs that provide the strong consensus on the

validity of basic information that is

characteristic of a science. From th.4s point of

view, the idea of proof in mathematics corresponds

to those special techniques of observation and

experimentation which are essential to the other

sciences.

The examples presented here arose as student

errors in a junior level course in abstract

algebra, taught several times at universities in

the United States, Turkey, and Nigeria. A

9 01

principal goal of the course is the improvement of

reasoning ability. Before giving a brief

description of the course and the methods used in

teaching it, we will comment on a widely held

conception of the nature of mathematics and its

teaching. The inadequacy of this concept

interferes with a student's ability to benefit

from mathematics instruction and, in particular,

delays improvement in his reasoning.

THE STATIC VIEW OP MATHEMATICS

One way to view lower division college

mathematics is that it consists of (1) c,ncepts,

(2) algorithms for solving problems, and (3)

implementations of these algorithms, including the

selection of the proper algorithm. As part of

this view, the correctness of an answer depends

entirely on selecting the right algorithm and on

implementing its steps correctly. We will call

this the static view because it suggests that most

important work on this level depends only on the

implementation of unchanging algorithms.

Increased mathematical competence is seen as

equivalent to knowing more algorithms.

Her is an example of an algorithm as we mean

it in this context. Consider a continuous

function f defined on an interval Ea,b]. To find

the maximum value of f on (a,b]: (1) find the

derivative f' of f, (2) set f'=0 and solve the

equation, (3) find where f' does not exist, (4)

evaluate f at all of the above points and at a and

b, (5) the largest of these values is the maximum.

Of course this simple view of the nature of

lower division college mathematics leads to a
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simple view of how it should be taught. The

concepts should be explained the algorithms

should be provided, and the implementation of the

algorithms should be practiced.

We think this is the conception of

mathematics and its teaching held by many college

students. We do not claim that they consciously

ascribe to a description such as this or that they

think about this topic at all. Rather, we note

that they act as if they did and that they do so

persistent.y.

Any teacher of lower division college

mathematics can observe this by asking students to

solve !.:oblems for which they have not been

provii.e6 algorithms. Even if the teacher explains

that this will require combining familiar

techniques used on previous problems, many

students will be disturbed. Often students who

are reluctant to characterize mathematics or its

proper teaching are definite about what it is not;

it is not solving problems without instructions.

Turning now to the textbooks used in teaching

lower level college mathematics, we see that their

structure is in agreement with the static view.

Emphasis is placed on explaining concepts and

algorithms clearly and on sample solutions and

practice problems. It is true that a scattering

of theorems and proc.fs is usually included. Most

teachers, however, think this material is more or

less ignored by students and it is tempting to

think authors agree. Often theorems are written

in a style which makes them shorter and more

memorable but harder to link to their proofs. It

is second nature for mathematicians to expand such

writing, adding missing quantifiers etc., so that

they can understand the proofs. Such

9:'3

amplification is beyond most students who have no

training or practice with it. Indeed we have

occasionally found a theorem in a calculus book

which could not be unambiguously understood by

anyone not already familiar with the theorem.

INADEQUACY OF THE STATIC VIEW

Problems arising outside a mathematics course

often do not match exactly the algorithms covered

in the course. This is inherent in the general

nature and broad applicability of mathematics and

cannot be avoided merely by expanding the list of

algorithms covered. Applications of mathematics,
I

even on the lower division college level, will

often require the creation of a new algorithm, at

least in the sense of altering and combining

familiar procedures.

Since, even without instruction, everyone has

some ability to adapt algorithms to new problems,

we will describe an example illustrating the

impoverished level of this ability in a typical

first calculus class. It is this that renders the

static view of mathematics inadequate.

Consider two related problems: (1) Given a

curve and a point on it, find where the tangent

line at that point crosses the x-axis. (2) Given

a curve, find a point on it so that the tangent

line at that point passes through the origin. The

solutions to these problems involve the same

techniques: finding and evaluating derivatives

and formulating and solving linear equations.

Suppose an algorithm for the first problem is

provided in class and the second problem is not

mentioned. Our experience suggests one can expect

9,1 4



at least 75% of the students to be able to work

the first problem and less than 20% the second.

Clearly, if mathematics is to be widely

useful, the static view of it is inadequate. Even

on the lower college level, mathematics should

include the creation of algorithms, at least in

the sense of combining and altering known

techniques. Since correctness of a newly created

algorithm cannot. be ascertained by appeals to

authority, reasoning should also be regarded as an

integral part of mathematics and its teaching. we

do not mean to suggest that reasoning on this

level should be in the form of proofs, but some

examination of the correctness of algorithms

should be included.

Perhaps this point can best be illustrated by

looking outside mathematics tc programming

courses. Students are required to produce *heir

own algorithms and it often happens that these

algorithms do nct perform as expected. As a

result, the validation of programs through testing

is regarded as an important and necessary

component of the discipline.

The inadequacy of the static view of

mathematics not only limits the usefulness of

early college mathematics courses, it also
inhibits he development of informal reasoning

skills. These provide the foundation for the more

formal reasoning required in proofs.

THE ROLE OF PROOFS

Proofs are not only essential to the

development of new mathematics, their proper

reading is an integral part of the understanding

9 ,

of advanced topics. Reading a proof is much more

active than generally supposed. Subtle questions

must be asked and answered. It is difficult to

know when a student is doing this correctly, but

it is easy to see if he has written a proof

correctly. Since skills in reading and writing

proofs are interdependent, often students are

asked to write proofs as the only clear indication

of their understanding of a topic.

ABSTRACT ALGEBRA

Abstract algebra, the course from which our

examples are selected, is a thiee hour per week

year sequence usually taken in the third year of

college. At this stage in a student's education

the rapid development of reasoning skills is

important and we have taken it as a major

objective of the course.

Abstract algebra is a particularly good

vehicle for teaching reasoning because the proofs

are less complicated than, say, advanced calculus,

.1d the notation is not particularly complex. It

is also useful that students have not seen this

topic before and it is difficult for them to lift

proofs from textbooks, so they must rely on their

own reasoning and ideas.

THE SOCRATIC-MOORE METHOD

We provide the students with a short set of

notes containing definitions, theorems, problems,

and occasional examples, but no proofs or

solutions. We do not give formal lectures

9 i G
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although we answer questions. Students present

their work in class and we provide evaluations,

detailed criticisms and suggestions [1].

In the mathematical community this technique

is sometimes called the Moore method after the

late R. L. Moore who practiced it with remarkable

success (Forbes, 1971). Of course in a broader

setting this sort of teaching has a long history

and calls to mind the methods of Socrates. There

are many versions oE this method, and seemingly

insignificant variations in it may greatly alter

its effectiveness.

REASONING ERRORS

Students make a great variety of reasoning

errors in attempting proofs. We feel some of

these errors are based on underlying

misconceptions, while others, although repeatedly

observed, are of a technical or other nature.

Students persist in making both types of errors

[2]. For the former, we offer our views as to the

possible underlying misconceptions, that is, we

give a general rule or idea which, if believed by

a student, would result in that type of error.

These errors are taken to have a rational basis,

and we comment on how they might come about [3].

For the latter, we sometimes speculate on the

underlying causes of the errors, but do not see

them as conceptual in nature. Each type of error

is illustrated with one or more actual student

"proofs" [4].

REASONING ERRORS BASED ON MISCONCEPTIONS

MI. Beginning with the conclusion, arriving

at an obvious truth and thinking the proof is

complete. Of course, this provides a valid

argument if and only if the steps are reversible.

The misconception consists in thinking that

one valid technique of proof begins with the

conclusion and ends with a known fact. However,

this is not acceptable as it is often difficult to

arrange a proof into a sequence of discrete steps,

each of which can easily be checked for

reversibility. This misconception may have arisen

from methods learned in secondary school for

verifying trigonometric identities and solving

equations. Also, since a good heuristic for

discovering a proof is to analyze the meaning of

the conclusion, college students may have seen

this presented in class, along with a statement

that all steps are reversible. They, thus, could

easily be confusing discovery with proof.

Example

Theorem: Let C be a group such that for all

g in G, g2=e, where e is the identity of the

group. Then,

(i) for all g in G, g=g-1 and,

(ii) G is commutative.

"Proof" of (ii) having proved (i): To show G

is commutative means, for all a and b in G, it

must be that ab=ba. Multiplying ab=ba, by the

appropriate inverses, and using part (i), one gets

a=bab, and b=aba. Now,

(1) b*=aba*=tbab)ba=ba(bb)a=baea=baa=be=b,

and

(2) a*=bab*=(aba)ab=ab(aa)b=abeb=abb=ae=a.
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Comment

There are no errors present in lines (1) and

(2). In this case, the steps indicated with a "*"

are not reversible; they are ' uivalent to a'o=ba.

M2. Nares confer existence. This error

occurs from failing to distinguish between symbols

for things whose existence is established and

symbols for things whose existence is not

established. Often error occurs whet a

student attempts to solve an equation, without

questioning whether a solution exists. We asked a

rlasJ of precalculus college students to solve the

equation cos x=3 in order to test whether they

could apply the fact that the range of cos x is [-

1,1). Most tried unsuccessfully to manipulate the

equation to Eind x and were unable to reach the

proper conclusion.

A different example of this type of errir

occurred when an at tract algebra stuent

attempted to prove that a semigroup in which the

equations ax=b and ya=b always have,rolutions is a

group. One must first establish the Existence of

an identity element, e, and then sly.. that eath

element, g, in the group has an inverse. The

student attempted the second part DI,

contradiction, supposing that g had no inverse.

Then, in the very next line, he used the symbol

g-1, which he just assumed didr't exist, and made

calculations with it.

The underlying misconception is that names

always represent existing things. Writing cos x

or g-/ seems to confer existence on and the right

to manipulate the symbol. Perhaps this comes from

secondary school algebra where x is ref.rred to as

"the unknown", that is, as something which exists

9 9

and should be found.

If one asks an abstract algebra student to

prove that the equation ax=b has a solution in a

group, he will often proceed as follows: ax=b, so

a -1ax=a -1 b, so x=a-1 b. He does not realize that

by manipulating the equation he is tacitly

assuming x exists. Of course, he should produce a

group element, in this case a-lb, which when

substituted in the given equation yields a true

statement.

One final simple-minded example illustrates

the difficulties that can occur. Given

(x +3)(x +2)= (x +l)(x +4), one can conclude by

supposing there is such an x.

M3. Apparent differences are real. This

error occurs when things which have different

mimes are taken to be different. The underlying

misconception is there is a one to one

correspondence between names and mathematical

objects.

Although students Lhat the same real

number can be written ,y different ways, for

example, 1/2 = 2/4 or 3 = 1+2, often it does not

occur to th that two different abstract

expressions may represent the same thing. This

happens even though they know two apparently

different trigonometric expressions can be equal

from having verified identities.

Example

Theorem: If a c-:!mm,tative group has an

element of order 2 and an element of order 3, then

it must have an element of order 6.

"Proof": Let g be the element of order 3 and

let h be the element of order 2. The g3=e and

h 2 where e is the identity of the group.-e

Wi 0
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Consider the subgroup generated by hg. Since

h6g6 = (h2)3 (g3)2 = e3e2 = e, this subgroup is

fhg,h2g2,00,h4g4,00,h6g61 which simplifies to

ihg,g2,h,g,hg2,e1 using g3=e and h2=e. So hg has

order 6.

Comment

Something is missing here, namely an argument

showing that the 6 symbols hg, g2, h, g, hg2, e

represent 6 distinct elements. This can be shown,

but one shouldn't assume the student can show it

or is even aware that he must.

Example

Lagrange's Theorem: Let G be a group of

order n. Let H be a subgroup of order m. Let r

be the number of distinct right cosets of H in G.

Then n=rm.

"Proof"; Let the distinct right cosets be H,

Hgl, Hgr_l. These form a partition of G into

equivalence classes. Let H=1111,...,hml. Then

Hge=fhlge,h2ge,...,hmgel has m elements in it.

Thus G is partitioned into r classes, each with m

elements, so G has n=rm elements.

Comment

Again, the student has concluded there are m

distinct elements by counting up m distinct

symbols. He is tacitly assuming the symbols

represent different elements.

M4. Using the converse of a theorem. This

is a classic and extremely persistent reasoning

erier The misconception consists in equating an

implication and i converse. Even students who

have been taught that there is a difference make

this error, especially when A theorem is

complicated.

The basis for this misconception seems to be

the imprecision of everyday language. People

often use the "if, then" construction when they

mean "if and only if." When someone says "if it

rains, I won't go", he often also means, but

doesn't explicitly say, "and if it doesn't, I

willTM, which is logically equivalent to the

converse. Mathematicians and textbook authors may

reinforce.: this confusion when they state

definitions using "if", but actually mean "if and

only if".

Example

Theorem: Let G1 and G2 be two groups

contained in a semigroup S such that G1 n G2 is

nc..empty. Then el=ele2el, where el is the

identity of G1 and e2 is the identity of G,.

"Proof": By an argument with another type of

error, the student concludes e1 =e2. Then

ele2=elele2=ele2el, so ele2=e1e2e2=e1e2ele2, so

ele2 is an idempotent. The identity of a

semigroup is an idempotent. Therefore, ele2x=x

for all x in S. Let x=e1, ele2e1=e1.

Comment

The -tudent has used the converse of the

theorem that the identity is an idempotent in his

penultimate line. not to mention the fact that the

semigroup under consideration was not given cs

having an identity. As is often the case, this

student has made multiple errors.

MS. Real number laws are universal.

Students who take abstract algebra at the junior

level have very tittle idea that mathematics deals

with objects other than geometric configurations

and real and complex numbers. Thus, the examples

of abstract concepts like group must be rather

simple, and we tend to stick to real and complex



numbers, matrices, and functions with which they
have some familiarity. Even this limited

collection of examples is rich enough for students
to see that not everything behaves the way the

more naive students expect. What they expect is

really a misconception, namely, that the rules

they know for dealing with real numbers are

universal.

Example

Theorems A semigroup can have at most one

identity.

"Proof": Suppose the semigroup has two

identities, e and e'. Then es=s and e's=s, so
es=e's. Hence e=e'.

Comment

When it was pointed out to the student that

the last step of his argument amounted to

cancelling the s, and he was asked why that was

permissible, he said, "That's not cancelling;

that's logic."

Example

Theorem: Given a group G of finite order n.

For each g in G, gn=e where e is the identity of

the group.

Further, if H is a normal subgroup of order

r, then for each g in G, gm is in H, where m=n/r.

"Proof" of the second part: From Lagrange's

Theorem, we know the number of distinct cosets of
H in G is m. Now gm=gn/r=(0n)l/r. By the first
part, gn=e, so gm=el/r. This is followed by an

argument attempting to show el/r is in H.

Comment

It apparently never occurred to the student

to question whether the 1/r power of an arbitrary

group element made sense; after all, there is

nothing strange about taking the r-th root of a
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positive number.

Example

Theorem: A group G in which every element is

of order 2 is commutative.

"Procf": Let g, h be elements of G. By

hypothesis, (gh)(gh)=1 and (hg)(hg)=1, where 1 is
the identity of G. Then (gh)(gh)=(hg)(hg)=h(gb)g

by the cancellation law for groups. So gh=hg.

Comment

Here the cancellation law for groups was not
used correctly. The error could easily haie

resulted from thinking of the cancellation law in
the real numbers, where cancelling this way is

allowed, and even, routine.

M6. Conservation of relationships. :his

type of error occurs when students act as if doing
the same thing to both sides of any relationship
preserves the relationship. For example, given
h#k, they will conclude giigk. They will do

this in an abstract algebra proof, even though

they are aware that in the real numbers, one must
know 00. They may also be aware that in

matrices, one must know g is nonsingular to

conclude giigk.

This seems to be an instance of improper

generali,-tion from past experience. I-. secondary

school "bra, one can say if a=b, then ac=bc,

and if and c>0, ac<bc. The misconception is

that rc .tionships can be preserved by operating

on both sides in the same way.

As a variant of this, we note that

occasionally students will act as if expressions

are preserved, even when there aren't two sides.

Students will simplify the polynomial 4x2+2 to

2x2+1.

9
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M7. Element set interchanges. Student

understand statements involving elements more

easily than equivalent statements about sets. Our

beginning abstract algebra students had difficulty

making proofs when the notion of a subsemigroup T

of a semigroup S was defined to be a nonempty

subset T of S such that TTc:T, the product of two

sets having been defined previously. However,

wnen a subsemigroup was defined to be a nonempty

subset T of S such that for all a and b in T, ab

is in T, students made better proofs.

This strategy of delaying potential confusion

is helpful, however, set concepts must eventually

be introduced. The usual definition of a normal

subgroup H of a group G is given in terms of the

equality of left and right cosets; that is, a

subgroup H is normal if and only if gH=Hg, for all

g in G. Students often covert this to gh=hg; they

incorrectly think they can r..erely substitute h for

H. Even when told explicitly that gH=Hg means

that given gh in Hg, there is an h' in H so that

hg=h'g, they revert to writing gh=hg in making

proofs.

The misconception is that information about a

set is interchangeable with information about a

typical element of that set. So each time the set

H appeass, it is permissible to replace it by h.

OTHER ERRORS

El. Overextended symbols. This erm. occurs

when one symbol is used for two distinct things,

often becat'5e the distinction was unobserved.

Such errors can indicate an incomplete grasp of a

mathematical structure, such as group, and first

9

appear when the structure is used several times in

the same setting.

Example

Theorem: Lat Gland G2 be two groups

contained in a semigroup S such that G1 nG2 is

nonempty. Then el=ele2el, where el is the

identity of G1 and e2 is the identity of S2.

"Proof": There is an element g in G1 rIG2;

g=elg and g=e2g, so eig=e2g. Since g is a group

element, g-I exists, and eigg-1=e2gg-1, elei=e2e2,

e1 =e2. Multiplying on the left and right by el

yields el=elelei=ele2e1.

Comment

The error consists in not distinguishing the

two different kinds of inverses that exist. Tnere

is an inverse of g in GI, one might call it gi-1,

and an inverse of g in G2, one might call it g2-1.

In the same way, students often fail to

distinguish between equivalence classes coming

from different equivalence relations.

Example

Theorem: Let G be a group, H a subgroup

of G, and K a normal subgraup of G. Then

F:HK/K+H/HnK defined by f(hkK)=f(hK)=h(HclK) is

an isomorphism.

"Proof" that f is one-to-one: Suppose

f(hIK)=f(h2K). Then hi(H 1110=112(14m so

[111]=[h2] so hiK=h2K.

Comment

What is needed here is two different symbols

for the two diff-rent equivalence classes, such as

[ ]iinK and [ ] K. One then sees that an

additional argument is required.

E2. Weakening the theorem. This error

occurs when what is used is stronger than the



hypothesis or when what is proved is weaker than

the conclusion. Often a student thinks it's clear

he has proved the theorem. Adding to the

hypothesis is a well-known technique of practicing

mathematicians. If one cannot prove a conjecture

o_s it stands, one can add to its hypothesis and

attempt to prove a weaker result. However,

students rarely realize they are proving a weaker

result.

Errors of this kind occur when a student

tacitly assumes a group is finite although nothing

is stated about the cr'.:r of the group, when a

student assumes a sem.group has an identity

although that is not given, or when a student

assumes a group is cyclic.

Example

Theorem: Given a semigroup S with identity

1, and left cancellation. The S has only one

idempotent, 1.

"Proof 1": Let's suppose we have a group

with 1. Let e be an idempotent. Then ee=e.

Multiplying by e-1 gives e-lee=e-1e=1, but

e-1ee=le=e, so e=1.

Comment

What the student has actually shown is that a

group can have only one idempotent, the identity.

The hypothesis was strengthened. Another student

weakened the conclusion as follows.

Example

"Proof 2": Suppose there are two identities

s and t, then as=a and at=a, so by left

cancellation s=t. This unique identity is an

idempotent as al1=a for all a in S, so in

particular 1,1=1.

Comment

This student has shown the weaker result that

a semigroup identity is an idempotent, rather than
that a semigroup identity is the only idempotent,
given left cancellation.

E3. Notational inflexibility. This error
arises from an inability to adapt notation from
one context to another. As is clstomary in

abstract_ algebra, we use multiplicative notation
in all definitions about noncommutative groups and
semigroups. However, additive examples are

considered in class, and commutative groups,

especially in the case of rings, are written in
additive rotation.

For example, the cyclic subgroup generated by

the eleme'it h in a group G is defined to be

H=flin:n is an integer]. On being asked to find

the cyclic subgroup of the additive reals

generated by 1, s' lents occasiona-iy answer

H=f1n1=111, which is incorrect. In additive

notation, the cyclic subgroup generated by h is
fnh:n is an integer].

A similar error occurred when a student was
asked to find the kernel of a homomorphism. The

group was the nonzero reals under multiplication

and the function was defined by f(L)=Ixl. One
student wrote: K(f)=1x:f(x)=0, x e R-f01]=

fx:Ix1=0, xe R-1011=0. He used the additive

identity, 0, in place of the multiplicative
identity, 1. The student should have suspected

his answer was incorrect, as a previous theorem

stated tLat the kernel is always a subgroup, and
hence, nonempty. Students often fail to notice if

their answers are reasonable, that is, in

agreement with previously obtained results.

9

465



466
E4. Misuse of theorems, other than the

converse. In applying a theorem, an error of this

type arises from misunderstanding or partly

neglecting the hypothesis or misinterpreting the

conclusion. A student's inability to read

precisely [5] combined with a desire to finish the

proof quickly may result in such mistakes. This

error has similarities with E2. In this case, the

theorem being used is misunderstood, and in E2,

the theorem being proved is misunderstood.

One student stated that if a group has

subgroups of orders r and s, then it must have a

subgroup of order rs, which is false. The student

was probably thinking of the following: If a

group has cyclic subgroups of orders r and s,

where r and s are relatively prime, then it has a

subgroup of order rs.

Another student stated that a subsemigroup H

of a group must necessarily be a subgroup,

forgetting the additional requirement that H must

contain the iden*ity and the inverse of each

element. A counterexample was well within the

student's mathematical experience; the open unit

interval is a subsemigroup, but not a subgroup, of

the positive realm under multiplication. Once

again, the student has not checked to -ee if what

he claims is reasonable.

ES. Circularity. This error consists in

reasoning from a statement to itself. Often the

reasoning is from one version of the conclusion to

another, already known to be equivalent to the

first.

Example

Theorem: Let G and K be roups. If f:G-K

is an onto homomorphism and H is a normal subgroup

0fa

of G, then f(H) is a normal subgroup of K.

"Proof": It has already been proved that

f(H) is a subgroup of K, so it remains to show

that kf(H)k-lEf(H) for all k in K. Now
kf(H)k-lc f(H) implies kf(H)a f(H)k. We also need
to show f(H)kckf(H). This implies k-lf(H)kc
k-ikf(H)=WI), which in turn implies kk-lf(H)k=

f(H)kckf(H). Thus, f(H)k=kf(H), so f(H) is
normal in K.

Comment

The student began with the conclusion. In

the first part of the argument, he went from one

equivalent version of normal to half of another.
He then took the remaining half and got back where
he started. Each instance is an example of

circularity. The student doesn't understand what
constitutes a proof but realizes arguments

progress from one piece of information to another.

E6. The locally unintelligible proof. In

this; error neither the proof as a whole nor most
individual sentences can be underztood. The

format is acceptable, the words "theorem" and
"proof" occur together with many symbols, and most

sentences are syntactically correct, however, the

assertions are incomprehensible or incorrect.

Such "proofs" may be first approximations at

imitating textbook and classroom proofs [61.

Example

Theorem: A commutative group which has ar

element of order 2 and an element of order 3 must

have an element of order 6.

"Proof": Let G be a commutative group, Hc:G.

Let gl cG, g2 CH, g3 C G. According to Theorem 55
of the notes (on using a subgroup H to define the

right coset equivalence relation on G), Hglc:G.
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Then Hgl=g'c G. Let a be the order of g', which

is the number of distinct right cosets of H in G.

Let b be the order of g2, c be the order of g3.

Since 93c G, c is the order of G. We want to show

c=ab. According to Lagrange's Theorem, the order

of a group is equal to the order of a subgroup

times the number of right cosets of that subgroup

in the group. Therefore, c=ab. In this theorem

a=2, b=3, c=2'3=6. This gives an element of

order 6.

Comment

On the surface this ap?ears to be a proof.

It starts and stops in an expectable way and

quotes Lagrange's Theorem correctly. It is also

syntactically correct, except for one small place.

However, it is impossible to rind any basic

underlying idea which the student might have

started with or to follow the individual sentences

[1]

The student may have selected Lagrange's

Theorem almost arbitrarily [8] and tried to

develop it into a proof.

E7. Substituting with abandon. This error

consists in obtaining one statement from another

using an unjustifiable substitution. One fixed

element 5s replaced by another unequal fixed

element. Of course, it is permissible to

substitute for a universally quantified variable;

and perhaps, this error results from confusing the

two situations.

This error often occurs when a student

attempts to prove a theorem which begins "For all

s in S, ". The : andard way to start the

proof is to write "Let s e S." With these words, s

becomes a fixed element, and one is no longer free

(921

to substitute for s. Occasionally, to emphasize

this point, one writes, "Let s be an arbitrary,

but fixed element of S."

Examples

Theorem (Cancellation Law): Let G be a

group. Let g, h, k be elements of G. If gh=gk,

the h=k.

"Proof": Let e be the identi'-y of G.

Substitute e for g in gh=gk. The eh=ek, so h=k.

Theorem: Let G be a group with identity e.

If g, h, k are elements of G so that gh e=hg and

9k=e=kg, then h=k.

"Proof We have gh=e=hg. Since ke G,

substitute h for k to get gk=e=kg.

Comment

In the first theorem, we have this error in

its purest form; g was arbitrary, but fixed from

the beginning, but the student substituted e for

g, believing g to be a universally quantified

variable. In the second theorem, both h and k are

arbitrary, but fixed elements from the start; the

only way to substitute one for the other is to

know they are equal.

Example

Theorem: If G is a group of order n, then

gn=e for all g in G, where e is the identity of G.

"Proof": Since G is finite, and one wants to

show gn=e for all g in G, one can choose n to be

zero or a value which gives the identity element.

Comment

The student has failed to realize n is given

as an arbitrary, but fixed positive integer in the

statement of the theorem. He is not free to

choose it, rather he must prove something about

it.

922
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ES. Ignoring and extending quantifiers.

This error results from failing to notice

restrictions on var'lbles. Often a variable is

thought to be universally quantified when it

isn't.

Example

Theorem: Given a group G and an element a in

G. Then H=ig eG:ag=gal is a subgroup of G.

Comment

One student co! 'luded incorrectly that 3 was

commutative b' cause ag=ga, failing to notice that

a is not a universally quantified variable.

Another student proved H was closed under

multiplication as follows. Let g, he H. Then
ag=ga and ah=ha. Then a(gh)1,ta,W=h(ag)=(ha)g*=

g(ha)=(gh)e lo the equPlities marked with a "*",

the student assumed that since h and g commute

with a, they also commute with ag and ha,

respectively. He failed to notice that a is

fixed, and not uni; tally quantified, in the

definition of H.

E9. Holes. This t pe of error consists in

claiming that a statement follows immediately from

previously established results when in reality a

considerable argument is required.

Example

Theorem: Given a group G of order n and a

normal subgroup H of order r, then for all g in G,

gmc H where m=n/r.

"Proof": First it was shown that gn=e for

all g in G, where e is the identity of G. Then
n=gmr,.(gm)r

=e. Letting k=gm, one gets kr =ee H.

*** So k c H.

Comment

The hardest part of tt argument aoes where

0 .)
t.)

we have inserted sta_s. This studenu grasps the

concept of proof and has a reasonable overall

approach, but has difficulty distinguii ling

between statements which follow immediately and

those r".quiring justification.

E10. Uring information out of context. In

this type of error infornation from one argument

is improperly used in Another, often because

identical symbols appear in both. This error is

most likely to occur when proofs are organized

into independent sections, for example, in

theorems involving case analysis, set equality, c7

equivalence of statements. In such situations, a

student may unjustifiably transfer information

from one section to another. The next example is

rather unusual in that the error involves two

theorems, rather tnan two independent sections of

one proof.

Example

Theorem (Cancellation Law): Let G be a

group. Let g, h, ke G. If gh=gk, the h=k.

"Proof": Since G is a group, it has an

identity e and gh=e=hg. (A previous theorem with

the letters g and h is ,..voked here.) Since Ice G,

we can substitute k for h and get gk=e=kg. Then,

by the previous theorem on uniqueness of group

inverses, h=k.

"moment

Not only has the student used a piece of a

previous theorem out of context in the first line;

he has also made a substitution error (E7). This

erves to illustrate that several of the reasoning

errors described in this paper can occur within a

single proof.



ANOTHER PERSPECTIVE

The reasoning errors analyzed above have been

classified according to whether or not they are

misconception based. It is also possible to

classify reasoning errors according co their

logical characteristics, that is, According to

whether they arise from difficulties in

generalization, use of theorems, notation and

symbols, nature of proof, or quantification. We

summarize these two classifications in .he

following cable and note their independence.

ZRRORS Misconception Other
Based

1

Generalization'

1

M5, M6

1

Use of Theorems

i

M4 E4

Notation and Symbols' M2, M3, M7 El, E3, EIO

1

I

Nature of Proofs M1 E2, E5, E6, E9

1

Quantification' E7, E8

9 2 5

GENERAL COMMENTS

The analysis and classiLication of reasoning

errors presented in this paper suggests a number

of questions:

(1) How complete is the error list? It

would be useful to have a list

sufficiently complete that each

incorrect student proof contains at

least one of the errors.

(2) How does each of these reasoning errors

arise and how could it be revented?

(3) Is the making of one type of reasoning

error correlated with making others?

Perhaps students who make a particular

type of error always make another type.

(4) Which types of rear )ning error occur

most frequently?

(5) Do c'ertain type::: of reasoning errors

occur more in one course than another,

for example, in algebra as compared with

topology?

(6) Are any of these reasoning errors

correlated with particular sections of

students' earlier coursework?

If lower division mathematics courses were to

ignore the static view and Include significant

instruction on creating and validating algorithms,

it is possible tha reasoning would be improved,

as well as applications extended. Evidence

concerning this point would be useful.

Finally, we note that there is remarkably

little correlation between the reasoning errors we

have observed and classified and the topics

emphasized in an introductory logic course or even
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one of the newer courses as on transitions to

advanced mathematics [9].

1. A detailed description of this method is

given in Selden are..: Selden (1978, p.69-71).

2. This agrees with the general research on

misconceptions (Novak, 1983, p.2).

3. An assumption shared by Confrey. (1983, p.30,

p.25).

4. Occasionally extraneous material was edited

out.

5. Lack of precision and accuracy have been

observed in first year university students'

attempts to solve physics problems (Mehl and

Volmink, 1983, 1..228). Lin (1983, p.202) has

suygesZed that beginning physics students are

unaccustomed to the necessary precision of

expression.

6. Students indicate they solve mathematics

problems by imitating textbook examples

(Confrey, 1983, p.23).

7. The authors have made a painstaking attempt

to find SONS basic underlying idea, plus a

line-by-line analysis of this "proof" (Selden

and Selden, 1978, p.78-9).

8. In making this "proof", the student appears

to have acted in an unsystematic and somewhat

impulsive way (Mehl and Volmink, 1983,

p.Z28). ;!.e does not take what computer

scientists could call a top-down approach.

9. We recently taught such a course several

times and found the treatment I.n a typical

text (Smith, Eggen, and St. Andre, 1936) only

superifically related to these reasoning

errors.
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laising Laboratory Learning to a Conceptual Level:

Does MBL Help?

Joanne Striley Stein, PhD

University of California, Berkeley

Introduction and Rationale

Everybody he,s a chemistry lab story: the time someone

ignited a flammable, provoked a violent reaction,

mouth-pipetted something dire, or otherwise flaunted

sarety and sense with dramatic result. I'd like to tell

a different kind of lab story, a 14,:'k in progress, and

one which will have a happy ending if an increasing

number of students grow up remembering more of chemistry

than white powders, colorless liquids and one big bang.

I shall set this story within the realm of the

Computer as Lab Partner Project. This project grew out

of my interest in laboratory learning, an interest which

developed throughout the course of my involvement with

science education: first as a student, then as a teacher,

and finally as a researcher. In the Computer as Lab

Partner Project I had the great good fortune to

collaborate with project members marcia C. Linn, Doug

Kirkpatrick, Rafi Nachmias, Yael Friedler and Jonn

Layman, and received invaluable assistance from faculty

at the University of California Berkeley and from
researchers at the Technical Education r search Centers

92D

(TERC) of Cambridge, Massachusetts. The synthesis

presented here, however, is mine and does not necessarily

reflect the views of any of these scholars nor of the

funding agencies: Apple Co.-,duter and the National Science

Foundation.

The reason most people have at least one exciting lab

story is that the lab is an integral part of science

instruction. When researchers and practitioners list

goals or objectives for laboratory experience the

language varies but it generally boils down to something

like this taxonomy of laboratory skills (Kempa & Ward,

1975) :

1. Planning and design of an investigation in which the

student predicts results., formulates hypotheses, and

designs procedures;

2. Carrying out the experiment, in which the student

makes decisions about investigative techniques and

manipulates materials and .quipment;

3. Observation of particular phenomena; and

4. Analysis, application, and explanation, in which the

student processes data, discusses results, explores

relationships and focmul -s new questions and

problems.

This set of skills maps very well onto our current idea

of "higher cognitive skills", especially the "procedural

skills cycle" of planning, testing and revising

hypotheses or ideas.

Although the goal of fostering higher cognitive skills

is generally accepted for the laboratory, it is rarely

assessed in either teaching or researcn (Hofstein &

Lunecta, 1982). A first step toward such assessment

would be an examination of the activities which students

perform in lab. I carried out such an examination in the

course of evaluating a videodisc lab (Davis & Stein,

(4
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1984). Though we were comparing a traditional lab to the

same experiment carried out in a videodisc environment,

it is also interesting to use the observations to compare

an actual lab to the stated goals.

The lab observed was part of an introductory biology

course at a major west coast university. The purpose of

the lab was to measure respiration rate ,oxygen

consumption) vs temperature for various organisms to draw

conclusions about the effect of ter,erature on metabolic

rate. In terms of the Kempa and Ward `axonomy, we

observed:

Planning. Students spent most of the pre-lab time

copying each other's summaries of the purpose and

procedure of the fully-7rescribed lab. There was

large-scale inattention to the teaching assistant's

preparatory remarks, most of which concerned the

procedural logistics of the lab. This is consistent with

a cross-cultural study reported by Hitano (1986) which

found that American teachers focus pre -lab discussion

almost exclusively on lab procedures rather than

concepts.

Testing. Testing consisted of the serial execution of

instructions contained in the lab book. When students

did not understand what was meant by an instruction, a

frequent problem, they would seek help from the t.a.

This inefficient procedure resulted in numerous rrors,

some injury and equipment breakage, and a large

percentage of off-task time on the part of the students.

Little successful autonomous problem-solving was

observed.

Dimenratism Due to equipment breakage during the

lab, student, were forced to work in groups of 4-5.

Typically, only one student from each grcup was making

observations, and these were incomplete.

Analysis. When students pooled their data points, the

data presented was incomplete and -_:ome data points were

931

clearly anomalous. There was no discussion or analysis

cf the lta, students simply copied it into their

notebooks and left the room. The lab was r er.

Though admittedly anecdotal, I would argue that this

lib was not atypical, but rather is symptomatic of common

difficulties real-world laboratories face in trying to

promote higher cognitive skills:

1. Students have no input to the design or topic of the

investigation, nor are they required to "follow

along", that is, to give rationales or make

predictions.

2. The lab consists of following instructions, most of

which concern the manipulation of materials.

?. Students rely on the teacher for immediate,

personalized consultation, which is problematic given

the 30:1 student:teacher ratio. Some students

therefore will hazard a solution, "hazard" often being
the operable word.

4. Results are accepted withcat analysis. For many

students, the goal of the lab is to get the results
from someone else.

So there seems to be a "cognitive gap" between the

expected benefits of lao and the actual experience. The
weakest area in the typical lab are planning and
analysis. But these areas are critical because the

procedural skills cycle is goal-driven. Two powerful

theories of problem solving, Greeno's strategic planning

and Larkin's means-end analysis center around chooSing

goals/ends and working toward them. It is no wonder lab

students seem so error-pr=e since they give little

indication of knowing, in terms of the aims of the

experiment, what it is they're trying to do or why.

I maintain that in a later atory assignment, students

can be thought co be engaged in a type of problem

solving. The problem posed by a lab activity is really

c
0.44:



twofold, and nested: in order to determine or verify

some property of the physical universe (" . conceptual

goal") students must carry out an empirical procedure

("the experiment"). Th..: solution of a laboratory problem

is not simply obtaining valid results, i.e. running the

experiment correctly, but in the final application of

those results to achieve the conceptual goal. If

laboratory experience is Lo be used as d tool for

conceptual change, the emphasis in lab must shift from
rote 7,rocedures to the procedural skills of planning,

testing and revision which underlie all preolem solving.

Another environment thought to facilitate the

acquisition of higher cognitive skills is the computer
environment. The active, reproducible science lab is

very like the interactive, precise and consistent

computer learning environment. In addition both

environments can be complex and challenging and can
provide for multiple solutions. Thus both exemplify the
features of cognitive demand identified by one model
(Linn et.al., 1985). The most promising computer

provisions are thought to be the feedback, which is

immediate in both senses of the word (that is, both

instantaneous and direct or striking), and the or.n.,erful

representations, which can be flexible, graphic,

real-time and manifold.

These promising features are :,een to gooa advantage in

microcomputer-based laboratory (MBL) systems. This is a

relatively new class of labware which is not a

simulation, but integrates traditional lab apparatus with

computer-based data handling. The technology is based on

F 'obes, connected to the computer through an I/O port,

which record quantities like temperature, light

intensity, or H. The readings can then be displayed

direcLly on the computer monitor. One common display

format, shown in Figure 1, is a plot of the ;robe data

against time onto axes for which the student has selected

9;.-) 3

ranges. Instead of spending the lab recording data

points for later trarformation, the student can see an

instantaneous graphi, display during the lab of the time

course of a temper7'ure change, or, in another instance,

of the way light intensity falls cff with increasing

distance from the source.

The Computer as Lab Partner Project (Stein & Linn,

1984) proposed that microcomputer-based labware may be

useful in directing students' attention back toward the

conceptual goal of the lab by making experimental results
both graphic and immediate. Using the computer to forge

a strong and immediate feedback link between the process

of doing a lab and the analysis of the results might give

students an unprecedented opportunity to keep the

underlying goal of a lab investigation in sight, to

receive and respond to results in terms of that goal, and
to modify experimenta3 procedures accordingly.

The Study

The Computer as Lab Partner Project equipped a

suburban middle school science lab with 16 computer

systems running TERC-prototype "heat and temperature"

MBL. A lab-based curriculum emphasizing thermal concepts

was designed and evaluated over a three year period. An

outline of topics covered in the cl,Yric'alum is given in

Table 1. Four classes of approximately 34 students each

participated per semester. These classes were all taught

by the same teacher, the head of the science department.

Further details of different aspects of the study can

be found in analyses of students': graphing skills

(Linn, Layman & Nachmias, in press); subject-matter

achievements (Nachmias & Stein, 1987); perceptions about

computer-presented data (Nachmias & Linn, 1987); and

problem-solving processes (Stein, 1986).

The first three analyses listed above proceeded by

written assessments, augmented in some cases 'DI,

9 :14
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semi-structured interviews. To capture st, lents

problem-solving processes, I developed a system of

analyzing audio-recordings of student pairs (dyads)

engaged in carrying out a lab activity. This system

categorizes three types cf laboratory episodes:

off-task, empirical, and conceptual. Episodes encompass

statements or actions pertaining to a single goal or a

set of closely-related sub-goals. Episodes are typically

1-10 statements long. Off-task episodes are those in

which students are pursuing goals unrelated to the lab

activity. Empirical episodes are those in which stucents

are pursuing goals related to the lower-level tasks of

conducting an experiment (locating and setting up

apparatus, monitoring apparatus, recording data points).

Conceptual episodes are those in which students are

pursuing goals directly related to the analysis of

results, or in which students draw conclusions or

inferences at a level which deals with scientific

principles. ("It's going to boil soon because the curve

is levelling off" is an example of a "conceptual"

statement; "The temperature is 75 degrees" is an example

of an "empirical" statement.) Randomly selected student

dyads were recorded in three different semesters during

three different substudies: Dissertation Study 1 (Stein,

1987) N = 20 dyads; Dissertation Study 2 (Stein, 1987) N

= 15 dyads; Lab Modality Comparison (Stein, Nachmias &

Friedler, in preparation) N = 15 dyads. These detailed

recordings were all made during lab activities in which

students were investigating phase change (or "change of

state") phenomena: boiling point of water; boiling point

of alcohol; effect of volume on boiling point and

time-to-boiling; freezing point of paradichlorooerzene.

This data can therefore serve to shed light students'

conceptions of change of state and the ways in which they

interact with MBL features, curricular provis'ons and

student processes.

Results and biscussion

In striving to make lab activities more conceptual,

one consideration is the proportion of lab time students

spend in the three categories of l,b episode (empirical,

conceptual and off-task). These results are shown in

Table 2 for Dissertation Study 1. The most striking

result is the very low off-task time. It is difficult to

know if the conceptual time represents the hypothesized

gain due to MBL feedback unless a comparison study is

conducted. The results of such a study are shown in

Table 3. The comparison indicates that students

carrying out the lab activity using MBL were on-task

significantly more often than their counterparts who were

using thermometers to perform the same activity. There

is no significant differ ?nce between the groups in

proportion of conceptual episodes, though the incidence

of such episodes is very low overall.

The nature of student discussion during the episodes

reveals more about the factors which lead to successful

laboratory learning. Students using MBL consistently

spend very little time off-task. In the comparison

study, for instance, MBL students set to work much more

quickly than the students using thermometers. The

computer system may provide a familiar substra'..e for

carrying out a lab, a point of attacnment. The start-up

routine is constant and familiar: boot the_disks, select

a menu section, set gzaph parameters. In addition, it is

clear that, having been introdcced to manual data

collection in the first weeks of the class, the students

overwhelmingly appreciate the ease-of-use of the MBL

system. Off-task time in the thermometer condition seems

triggered by the procedural uncertainty that presaged

off-task episodes in the :ollege biolcgy lab.

Interestingly, MBL students ask the same number of

procedural questions as students using thermometers but

seem better able to persist on task. In one taped



example, two students are having trouble calibrating

their probes. The only comouter feedback they receive

are :-..ryptic messages like: "error in 1107", yet the

students try again and again (4 times in all) to

calibrate without seeking help from the teacher.

Eventually they succeed and go on to finish the lab.

If empirical procedures still occupy the bulk of

student time and attention during MBL labs, at least the

vast majority (80-95%) of students have good data to show
for their efforts. One MBL feature which seems to

contribute to this is the fact that students can see not
only their own results displayed graphically, but those
of the rest of the class as well. It is clear from the

tapes that students monitor each others progress and

results closely and remediate problems cooperatively,

usually without seeking the teacher's help. This level
of success is a very positive result. Since we dealt
with all of the eighth graders at this school, all of the
eighth graders experienced consistent success in physical
science labs. And in terms of ultimate success, you

can't reach the conceptual goals without valid data.

It is equally clear that obtaining valid data does not
guarantee conceptual success. Many students retained

confusions about change of state, even after six

experiments. Common conceptions were:

1. Boiling begins when you see the first bubbles in the
liquid

2. The same substance can boil at many different

temperatures in the lab (i.e., at constant pressure)

3. Boiling point is the time it takes something to boil
4. If you heat something hotter or faster it will boil at

a higher temperature

5. Everything boils at 100°C

6. Everything freezes at 0°C (therefore, if it isn't
cold, it isn't frozen)

Students did show cognitive gains in some areas. The

common graph shapes for boiling substances clearly became

a sort of "template". Students could both recognize a

correct boiling cu::ve shape, and predict the shape of

their boiling curves before and during an experiment.

However, as Nachmias and Linn (1987) showed, substantial

numbers of students would accept as correct a graph of

appropriate shape but inappropriate boiling pc-4nt (water

boiling at 70°C, for example). Student's also recogniz(

the plateau in cooling paradichlorobenzene as it's

freezing (or solidification) point.

As might be expected, students were not able to reason

spontaneously from the shape of phase change curves to

the mechanisms underlying the-r. Even with instructional

help in the form of conceptual-level post-lab discussion,

few students could link boiling and freezing to the more

generalized idea of change of state, or to aotions of

molecular motion or energy. In other words, students

gain a certain phenomenological notion of boiling ("it's

boiling when the curve is flat"; "if the curve is flat,

it's boiling") which is disconnected from the argument of
chemistry.

Toward a Model of Laboratory Learning

In order to succeed in solving both the empirical and

conceptual problems of a lab activity, it seems as though

there are necessary levels of integration. First, the

experimental phenomena must be integrated with the data:

appropriate observations must be talon, graphs must be

correctly labelled. MBL users are prone to fail here if

they do not label their curves when recording from more

than one probe (this should become a function which the

system prompts for). Then the data must be integrated

with the variables of interest. In our typical case of

two curves, the student must be able to differentiate
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them meaningfully ("the smaller volume boiled first";

"the water bath cooled normally but the

paradichlorobenzene stopped cooling around 50°C for a fel,

minutes"). In general, students were very well able to

interpret their graphs, but they sometimes failed to

notice significant features. In the paradichlorobenzene

experiment, students asked to describe the difference

between the curves (paradichlorobenzene a,,d its water

bath) concentrated on the first moments when the probes

and vessels were equilibrating and failed to make sense

of any subsequent questions. Finally, the variables of

interest must be integrated with scientific principles.

What does it mean that different volumes boiled at the

same temperature? Why is a boiling curve flat?

Several instructional provisions in Dissertation Study

2 helped to move students along these levels of

integration. The first was giving students a structured

observation sheet to fill out during the lab. This

produced the lowest level of off-task behavior measured,

and helped students link the apparatus to the

time-temperature graph unfolding on their screen. A more

elegant solution would be a facility for on-screen

notation within the MBL system. The second was having

students compose their answers to post-lab questions on a

word processor. In addition to the draw of computers and

the ease of revision, a more subtle mechanism may have

been a transformation in the nature of the task: at a

keyboard, the shared task became framing the answer

rather than writing it down. The third provision which

produced a higher level of conceptual answers was parsing

the post-lab questions into smaller steps (Figure 2).

Students laughed when they read question 5a ("What do you

have to do to keep something hotter than room

temperature?") thinking it ridiculously obvious. But for

the next question, about what must have been happening at

the plateau, almost all the answers made a certain amount

of sense ("It must have been heating itself up"), whereas

without the leading question none of the conclusions

dwelt on the anomaly of something remaining at 50°C in a

20°C room.

Student interactions also seem to play a role in the

success of grasping the conceptual point of the lab. On

a second pass through the "empirical" episodes, there

appeared to be two different sorts of empirical question.

One is an "orienting" question of the "where are the

matches?" or "what are we supposed to do?" sort. The

other, while concerning a matter of procedure, is more of

an attempt to understand or think along wi:h the lab, and

is really more of a "why" question than a "what now?"

question. Recorded examples of this "constructive"

empirical thinking in the phase change labs concern

boiling chips (what do they do? what are they made of?

what happens if you put them in the wrong place?) or the

water bath (what effect does it have?) or the variables

of interest (are both volumes supposed to be the same,

no, that wouldn't make any sense). Pairs of students who

engage in more of this thinking-along with the lab

procedures also tend to be more successful at drawing

conceptual-level conclusions.

By attempting to chart where and how higher cognitive

skills are engaged by laboratory activities, I am working

toward a model of laboratory learning that can be used to

facii5tate conceptua? change in classrooms of the

not-too-distant future.
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The Computer as Lab Partner

TOPIC

Scientific Reasoning Skills

Introduction to MBL

Calibration

Graphing Skills

Graphing Temperature: Cooling and Heating

Boiling and Change of Phase

Factors Involved in Heat Flow

Measuring Heat Energy

Energy and Society

# LAB ACTIVITIES

10

8

2

4

12

4

6

4

4

Table 1. An outline of topics covered In the 18week Computer as Lab Partner curriculum.
The number of lab activities performed in each topic area is shown.

TYPE OF EPISODE

COGNITIVE

EMPIRICAL

OFF-TASK

% OF TOTAL LAB TIME

10.3

88.2

1.5

Table 2. Cumulative relative percent of student lab time spent In three types of pursuit.
Cognitive episodes involve explicit use of scientific principles during a lab activity; Empirical
episodes deal with the mechanics of caning out a lab activity, and Offtask episodes bore no
relevance to the lab activity. Time spent in each kind of episode Were summed across the 20
dyads recorded, a total of 843 minutes of lab time.

243

Table 3: Minutes of student lab time spent in three types

of pursuit: Empirical, Conceptual, and Off-Task.

Student scores were formed by an actual count of

audio-recorded episodes.

Group:

Episode Category:

Enpirical

MEL

(N=7 dyads)

Thermomorc-r f.roup Comparison

(Mann-Whitney)(N=8 dyads)

% of Time 84.5 66.6 P = 0.001

Mean (minutes) 29.6 17.8

(Std. Dev.)

on is

(4.4) (3.3)

% of Time 3.5 5.0 p = 0.40

Mean (minutes) 1.2 1.4

(Std. Dev.) (0.8) (0.7)

Off -Task

% of Time 12.1 28.4 p = 0.005

Mean (minutes) 4.2 8.0

(Std.Dev.) (1.4) (2.4)
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Figure-2:

Lab Report: Cooling of Paradichlorobenzene

Use the Appleworks word processor to answer the following

questions about the lab in which you examined the changes

in paradichlorobenzene as it cooled.
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Discussion Questions:

la How did the appearance of the paradichlorobenzene change?
lb Did you observe a change of state? Describe it.
2a How did the appearance of the paradichlorobenzene relate

to the graph shape? That is, did the shape of the graph

change when the physical appearance changed, and if so,

how?

Compare the cooling curve of paradichlorobenzene to the

cooling curve of the water bath:

3a How are the two curves similar?

3b How are the two curves different?

3c Explain what happened at around 50°C that makes the
curves look different there.

4a Describe the change of state that happens when water

boils. (Whc..r. water boils it changes from a to
a .)

4b Describe what the temperature curve looks like during

boiling.

4c What is the similarity between observing water at 100°C

and observing paradichlorobenzene at 50°C?

5a We know that normally things cool down or heat up until

they reach room temperature. If you want to keep

something hotter than room temperature, what do you have

to do?

5b What must have been happening to the paradichlorobenzene

to keep it at 50°C, which is a lot hotter than room

temperature?

5c Since heat is a form of energy, can you draw a conclusion

about the role energy plays when a substance changes

state?
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TRANSIENT ELECTRICAL PROCESSES AS RESOURCES FOR

CAUSAL REASONING

Melvin S. Steinberg

Physics Department. Smith College

Northampton. MA 01063. U.S.A.

INTRODUCTION

Physics instruction tends to employ steady states

rather tnan transient processes as starting points for model

building. Here are some familiar examples from two domains

of experience:

DOMAIN STEADY STATE

Mechanics J Motion of objects at constant velocity

Electricity Circuit operation at constant current

The motives for adopting such sn approach seem reasonable

enough. First of all. steady states have simpler formal

descriptions than do transient processes. Seconily, they

are easier to observe in the laboratory.

There is, however. another reality which must be taken

into account in the design of instruction. The ft.:t is that

students' initial beliefs about steady states tend to be

quite different from the conceptions taught by physicists.

Their alternative conceptions in mechanics [1-3] and in

electricity [4-7] ere tenacious enough to survive

instruction at the high school or college level.
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This situation suggests the issue I would like to

explore this morning: To what extent is the robustness of

alternative conceptions about steady states due to lack of

opportunities for non-formal reasoning about cause-effect

relationships? To what extent might teaching strategies be

modified to provide more productive opportunities?

I saggest that misconceptions about steady states are

sustained in part by the fact that these states retain no

memory of the physical events which brought them into being.

Their history-independent character makes steady states

inherently susceptible to multiple interpretations. because

they are deficient in information about the underlying

cause-effect relationships. In the absence of compelling

evidence favoring the physicists' interpretations, students

will feel little pressure to abandon intuitions that have

served them well in the past and little motivation to enter

the struggle required to make sense of the abstract models

favored by physicusts.

Transient processes are much more revealing. because

they transform initial steady states into final ones. In

doing so they exhibit matter in an active role -- doing

human-like pushing and shoving. Because of this "operative"

aspect of phenomena. as Piaget would call it. it seems to me

that observation o2 transient processes offers a more

hopeful basis for stimulating causal reasoning. [8]

The implications for the design of instruction are

straightforward: (a) First. encourage students to

articulate their intuitions about steady-state behavior.

(b) Then provide experiments in which observation of

transient behavior makes them aware of the underlying

cause-effect relationship. Students will then find their

initial intuitions in discord with a newly formed

conviction, and may come to see more merit in the

physicists' interpretation of the steady states.
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This prognosis is born out by research on the teaching

of Newton's First Law, which deals with steady states

characterized by motion at constant velocity. The only

successful attack I am aware of on the very resilient

motion-implies-force misconception in this domain is by

Minstrell. [9] whose approach is ss follows: (a) Have

students articulate their irtuition that a constant force

causes coast-' velocity. (b) Then have them perform

experiments o An.: under constant force supplied by a

weight and a towing string.

The observation of transient behavior characterized by

accelerating motion led Minstrell's stu1ents to the

understanding that a constant net force causes changing

velocity. The initial intuition was then reexamined in

class discussion, and substantially overcome. What seems

most important here, in terms of transfer to other domains

of experience. is that non-formal causal reasoning which

developed from observation of a transient process was

crucial for enabling the students to reinterpret

steady-state data in expert terms.

My classroom experience with electricity suggests that

experimenting with transient phwaomens also has the ability

to promote conceptual change in this domain. [10] The

balance of my presentation will repert on efforts to develop

instructional materials and methods for investigating two

types of transient electrical processes.

TRANSIENT LAMP LIGHTING

My interest in capacitor-controlled lamp lighting as a

way to deal with problems of comprehension of electric

circuits began some years ago in a first year college

physics course. In a group discussion of problem solving

methods, I asked my students to determine the current

949

through the ammeter and resistors in the following circuit

after the switch is closed.

These students had already teen using principles of

quantitative circuit analysis in problems that did not

introduce parameter changes, and my expectation was that

taey would want to discuss ways of ca' ',sting the new

steady - state current values. To my considerable surprise,

however. there appeared instead an intense interest in

undeistanding how the circuit gets to a new steady state

after the switch is closed or opened. The group preferred

to avoid formal analysis of the final steady state until

after its physical origin was clarified by non-formal

reasoning. There was a clear sense that insights essential

for understanding steady-state behavior are hidden in the

extremely fast transient processes that precede the

establishment of steady states.

I suspect that the yearning for qualitative causal

reasoning which surfaced in this instance was due to the

fact that we were dealing with a bridge circuit. For

circuits of this type. sequential reasoning [5.11] does not

provide the usual comfort because there are no obvious

sequential paths. Whatever light may be shed on this

speculation by future research. the experience drove home to

me the point that experiments on transient processes

initiated by parameter chat._as offer important opportur i.es

for studying the current driving mechanism.
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The hidden insights which my students suspected can be

brought to light by noting that the wires attached to a

resistor constitute a capacitor connected in parallel with

it. The rest of the circuit exchanges charge with this

"stray" capacitor. while the charges on the wires

simultaneously drive a three stage feedback cycle. I shall

diagram that cycle by drawing an arrow from each cause to

its effect. and shall note the circuit property mediating

each effect by capacitance C or resistance R:

Change a ----10CHARGE---->VOLTAGE----)CURRENT----) New
steady-state
current

circuit a
parameter

The feedback cycle for each resistor commences whenever

a change of circuit parameter unbalances the previous

electrostatic equilibrium with the rest of the circuit. The

cycle repeats until the current through every resistor has

reached a new steady state. The three stages are:

1. Charg_- voltage causality -- The charges on the

connecting wires cause a potential difference. whose

magnitude is determined by the capacitance of the wires.

2. Voltage-current causality -- The potential

difference between the wires drives a current through the

resistor. with magnitude determined by the resistance.

3. Current-charge feedback -- The current through the

resistor alters the charges on the wires. which leads to

further charge exchange with the rest of the circuit.

The diagram above gives a clear picture of the way

students' experience will be distorted when the transients

initiated by parameter changes are too fast for human

perception. They will be unable to grasp the feedback

051

mechanism. which is required to make sense of the conception

that current is driven thrcugh resistors by potential

differences caused by the presence of excess charge on the

connecting wires. As illustrated in the amended diagram

exhibited below, they will then have no evidence of

charge-voltage causality and could easily fail to grasp the

causal relationship of voltage to current. They will be

aware only of batteries as causes and steady-state currents

as effects. Thus. there will be nothing in their experience

to disconfirm their initial beliefs in (a) battery origin of

current. (b) consumption of current in resistors and (c)

sequential reasoning.

Connect/ ---->
remove a
battery

New
steady-state

current

A new electricity curriculum that I an develc.ping aims

to foster awareness of charge-voltage causality by

introducing intentional capacitors into circuits of

batteries and light bulbs. The presence of the capacitors

builds awareness of this causal relationship by presenting

students with visualizable sites where excess charge is

concentrated. The enormous capacitance needed to stretch

out the time scale of transient lamp lighting for purposes

of ht an perception. combined with the user-friendly

packaging required for instruction of novices. has been made

available by recent advances in capacitor technology. One

can now obtain up to one whole farad in a compact noupolar

unit, and up to .025 farad with the additional feature of

extremely low equivalent series resistance. [13]

My preferred way of introducing this approach. which I

shall now demonstrate. is by charging and discharging a

capacitor through light bulbs connected to both sides of the

9 z-
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capacitor. The circuit of choice uses a 4.5 volt battery.

#14 light bulbs (about 10 ohms) and a .025 farad capacitor.

CHARGING DISCHARGING

The observation of bulb lighting with this circuit,

which is broken at the site of the capacitor. provides

evidence favoring a circuitally-directed flow pattern over

clashing-currents flow. As illustrated in the diagram at

the left above. this flow pattern requires that the

direction-of-flow arrows for charging point outward from one

of the capacitor plates. Thus it implies that the moving

substance is a normal constituent of the passive conducting

matter of which capacitor plates are made -- something that

not originate only in batteries. This insight suggests

it will be useful to introduce +/- notation with Benjamin

Franklin's original meanings: [14]

(+) means more than the normal amount

(-) means less than the normal amount

The observation that the bulbs light up during

discharging -- when there is no battery in the circuit --

leads students to intuit that something becomes stored in

the capacitor and then pushes itself back through the bulbs.

Plainly. the displaced substance is pushed away from the

plate containing an excess amount labelled (+) and back

toward the plate containing a deficit amount labelled (-).

But what makes it go back?

fC 3

To investigate this crucial issue. I'll place a second

battery in series with the original one after capacitor

charging caused by the first battery has reached completion.

The observation of renewed transient lamp lighting reveals

that the moving substance is compressible. I'll then remove

both batteries and reconnect the wires. The observation of

enhanced lamp brightness during the discharging that follows

suggests that the compression is reversible.

MORE CHARGING CC .PRESSION

ENHANCED BRIGHTNESS

Reversible compressibility suggests to many peo;%e an

elastic fluid model of the mobile substance. It also

suggests the existence of a pressure-like condition in that

fluid. The analogy with air pressure leads students to

intuit that this "electric pressure", as they like to call

it. is HIGH where the fluid is compressed and LOW where it

is dep'.eted. This model envisions contact forces and only

one type of charge. The concreteness of the pressure-like

conception of electric potential makes that idea available

early-on for effective causal reasoning. The model must of

course be generalized later on to include two types of
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charge, distant effects due to that charge, and electric

potential as a field which can exist in empty space.

Before embarking on a process of generalization,

however, it is important to provide evidence for the

presence of compressed/depleted mobile substance in the

wires of an operating circuit. As a preliminary experiment,

one might first short-circuit the middle of three

series-connected light bulbs and then remove the shorting

wire. The resulting fast transient process yields dramatic

results if the middle lamp has high resistance and the other

two have low resistance. I use #48 lamps (about 40 ohms)

for the former and #14's for the latter.

The diagrams below indicate how one might think about

the experiment if there is already belief in

compression/depletion in the connecting wires. The high

resistance lamp is labelled H and the low resistance ones

are labelled L in these diagrams. The starting point for

causal reasoning is the fact that the current through the

left and right lamps bypasses the middle lamp as long as the

shorting wire is in place. The charge transported by this

current will cause "pressure" (= potential) changes in the

wires connected to the middle lamp when the shorting wire is

removed, and thereby initiate a transient feedback process

that changes the amount of current through all three lamps.

Shorting
wire

INITIAL STEADY STATE:
Middle bulb is off.

Pressure rises
at left of
middle bulb
since inflow
exceeds outflow

Pressure falls
at right of
middle bulb
since outflow
exceeds inflow

TRANSIENT IN PROGRESS:
Pressure values shift.

FINAL STEADY STATE:
Middle bulb is on.

The "pressure" in a wire should continually increase

when there is more mobile substance entering than leaving,

and it should decrease when there is more going out than
coming in. Therefore, the changes illustrated in the upper

right diagram above should continually reduce the imbalance
of current values through the three lamps. Abstract

conceptual feedback is accompanied by spatially visualizable
feedback. in which events in downstream circuit components

influence events in components situated farther upstream.

The perception that this feedback is occurring provides

effective evidence against sequential reasoning.

Of course, students will probably not find it credible

that there is more/less than the normal amount of mobile

substance in the connecting wires. Most textbooks are

silent on this issue, and it is a source of confusion even

for experienced teachers. The way out is to have students

perform a modified version of the above experiment: Replace

the shorting wire with an initially uncharged capacitor that

has enough capacitance to slow the transient process down

drastically. I use a 1.0 farad or a .47 farad capacitor.

Adding such a capacitor in parallel with the middle
lamp can be thought of as adding a very large amount of

metal to the wires connected to that lamp. Most students
will agree that a very large amount of charge must then be

transferred in order to drive the "pressure" up to the final

HIGH value in one mass of extra metal and down to the final

LOW value in the other..t-T4e4ransient changes that I have



described above should then

time. That would explain

investigated on a time

perception. Here is what one

tens of seconds:

FOR A WHILE --
There isn't yet enough
compression/depletion
to cause a significant
pressure difference in
the capacitor plates.

require a very large amount of

why they can only now be

scale appropriate for human

observes over the course of

BUT THEN --
The pressure difference
across the middle lamp
becomes great enough to
drive enough, current to
cause some lighting.

Feedback ceases when the current through the middle

light bulb increases -- and the current through the other

two decreases -- to the point of equality. The final steady

is characterized by current continuity through all

series-connected components, no matter how disparate their

resistance values may be. Note the requirement that more

"pressure" difference must accumulate across the high

resistance lamp than across the others. in order to drive

the same current through all of them. This provides a

satisfying non-formal explanation of the principle of

steady-state voltage division.

If the "pressure" values in the capacitor plates also

exist in the wires connected to the middle lamp. then

removing the capacitor from the circuit after steady-state

is achieved should have no effect on the bulbs. This

prediction is easily verified. The presence of the

capacitor should have a pronounced effect. however, if one

removes the battery after the final steady state is

achieved. The bulb across which the capacitor is connected

should then remain ON while the other two bulbs turn OFF.

HIGH + - LOW HIGH +
+ -

FINAL STEADY STATE BATTERY REMOVED

What drives current through the middle bulb when there

is no capacitor connected across it? It has to be the

HIGH/LOW pressure difference in the wires connected to the

bulb. This can be hard to think about, because only very

little charge need be compressed or depleted in a piece of

metal as small as a wire in order to drive the pressure way

up or way down. To make the point, it is useful to reduce

the charging time nearly to imperceptibility by using a

series of smaller capacitance values -- say. .025 farad and

.005 farad. One can then imagine .replacement with even less

capacitance, until the only "capacitor" in parallel with the

middle lamp is the pair of wires connected directly to it.

Thr failure of the highly intuitive elastic fluid model

embodying contact forces and a single type of charge. and

the need for a more abstract model with action-at-a-distance

forces exerted by two types of charge, can be demonstrated

with a circuit using the following alternative components:

Battery -- several hundred volts (photoflash)

Light bulbs -- A9A (formerly Ne-2E) Neon lamps

Capacitor -- hand-held plates with plastic wrap
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I shall have time only for a very brief account.

The compressed air analogy predicts that nothing will

happen when the capacitor plates are brought together and

when they aye pulled apart. But the Neon lamps are in fact

observed to glow (transiently) when the plates are moved to

and fro. This experiment demands that the initial model of

electrical causality be generalized to account for distant

as well as local action.

The fact that lamps connected to both sides of the

capacitor are observed to light up simultaneously suggests

that the plate marked (-) is the site of a second type of

electrically active matter -- that it is not just a place

where active matter is absent. A simple concept that works

is to redefine the (+) and (-) symbols as now designating

sites where there are excesses of charges of "positive" and

"negative* type, respectively. with negative charge causing

effects opposite to those of positive charge.

Experimenting with capacitor-controlled lamp lighting

has demonstrated the ability to reduce the incidence of

students' belief in (a) battery origin of current. (b)

consumption of current in resistors and (c) sequential

reasoning. [10] I shall now turn to a consideration of

electromagnetic transients in electric circuits. The

approach I shall exhibit is recommended for college-age

students at the beginning of instruction in magnetic effects

of electric currents.

MAGNETIC FIELD PRODUCTION

The transient process that produces a magnetic field

when current is turned on in an electric circuit is also too

fast for human perception. The result is that students have

no way to think non-formally about the mechanism that brings
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the magnetic field into being. There is nothing in their

experience about the causal role of an electric field in the

process of magnetic field production, and nothing to hint

that this electric field is crucial to electromagnetic

induction. Textbooks typically state that a changing

magnetic field causes electromagnetic induction, and many of

them go on to say something like "a changing magnetic field

causes an electric `field ". These purported causes are not

described in the context of a non-formal causal model, and

it's not very surprising that students have difficulty

reasoning with them. [15]

It is plausible causal reasoning, however, to imagine

that the magnetostatic field coupled to a current-bearing

wire was created by a radiative process which is initiated

by turning on the current. The srstionary character of the

magnetic field as normally observed can then be attributed

to its being a nonpropagating superposition of waves that

originate at spatially separated parts of a circuit. The

apparent instantaneity of formation can be attributed to a

very high speed of wave propagation.

It isn't possible to slow down the transient process in

this case. because the waves travel at the speed of light.

One can, however. create awareness that magnetic field

production is indeed a radiative process and that the

emitted waves are electromagnetic rather than purely

magnetic. [16] It is only necessary to place the

electromagnet one is investigating near a radio receiver.

I'll use a simple coil of wire and a transistor radio.

Most people are conditioned to regard a radio as

responding to "waves" that travel to it from somewhere else.

The coil of wire is the obvious source of these waves. The

experiment makes it plain that the envisioned wave emission

occurs only when the current is turned on or off -- that is.

only when charge is accelerating.
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What is the structure of the emitted waves? Consider

the final purely magnetic steady-state field that one

observes in the laboratory. The "right hand rule" structure

of that field suggests the local direction of the magnetic

field carried by the wave. The electric field should be

directed so as to transfer energy from the circuit to the

field, which means that the field at the wire should be

directed opposite to the turned-on current.

Thttre are then plausible grounds for anticipating that

electromagnetic waves emitted by accelerating charge in the

magnet wire will have the following local structure:

** The wave velocity (c) should be directed normally

outward from the wire, so that propagation is away

from the sources of the wave.

** The direction of the electric field (E) at the wire

should be opposite to the current, to ensure energy

transfer from circuit to field.

** The direction of the magnetic field (B) relative to

the source current should be in accordance with the

right held rule of magnetostatics.

The diagram below exhibits this structure for

electromagnetic waves radiated from a turned-on infinite

current sheet bearing uniform surface current density K.
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Nov, consider field production by an idealized

"circuit" consisting of two such current sheets carrying the

current in opposite directions. To obtain the clarity of

step-shaped wave fronts for the electromagnetic waves that

originate at these sheet sources, let the current in each

sheet be turned on suddenly to a value K which is thereafter

held constant by external means. The acceleration of source

charge that occurs when the current is turned on initiates

emission of electromagnetic plane waves that propagate away

in both normal directions from both current sheets..

The following diagrams illustrate the process of field

production by exhibiting the state of superposition at three

successive times (t). The first diagram shows the waves

propagating independently, with E oriented opposite to K at

the site of emission (arrows up or down) and B pointing into

the paper or out (crosies or dots). The second diagram

shows superposition of waves advancing into the space

between the current sheets, with total destructive

interference of electric fields and maximum constructive

interference of magnetic fields. The third diagram shows

the situation after superposition in the space between the

current sheets is completed and superposition in the

exterior space has begun. Three important events occur at

the moment that waves travelling through the interior space

reach the other side of the "circuit":

1. The electric field strength at the current sheets

drops to zero, with the consequence that there is

no further transfer of energy to the waves.

2. The interior space becomes uniformly filled with

a purely magnetic field which thereafter remains

statically coupled to the current sheets.

1. Total destructive interference with the exterior

waves createe a pulse of speed-c electromagnetic

radiation having the same width as the circuit.

9 2
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It is the electric field of this radiation that is detected

by the radio receiver.

that production of electromagnetic raliation is predicted to

be an inevitable accompaniment of magnetostatic field

production. The role of the electric field in this process

provides a vivid exemplification of Lenz's law, and reveals

.

.

K
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the causal mechanism of electromagnetic induction.

The causality diagram for magnetic field production

exhibits a feedback structure similar to that for

electrostatically driven transients. There is, however, the

added feature that irreversible emission of radiation

accompanies the transition from one steady-state magnetic

field to another. The detectic,. of that radiation is what
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The field production process represented in these

progressive superposition diagrams provides a compelling

qualitative explanation of the nrigin of the magnetostatic

field of a turned-on current source. The diagrams make it

clear that a radiated electric field is very much involved

in the production of a purely magnetic field, and they show

9133

makes it possible for students to construct the transient

field production process without having to slow it down to a

time scale suitable for human perception.

current---* WAVES----* WAVES Magnetostatic
on/off EMITTED PROPAGATE SUPERPOSE field

Radiation fiel'

This causality diagram shows how experience with

magnetic effects of currents is distorted when the

electromagnetic radiation caused by turning current cn or

off is not detected by a radio receiver. Students will be

unable to grasp the feedback mechanism, which is required to

make sense of the conception that magnetic fields are

produced by a radiative process which is self-limited by

superposition. They will then have no evidence of the role

of an electric field in this process, and will be unable to

construct a satisfactory causal explanation of

electromagnetic induction. I have anecdotal evidence for
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the ability of the radio detection experiment and subsequent

discussion of the field production process to improve

students' intuitions in this area. but have not yet

accumulated quantitative evidence.

CONCLUDING REMARKS

Transient processes appear on theoretical grounds to

have a clear advantage over steady states as resources for

stimulating causal reasoning and overcoming misconceptions

about steady states. Minstrell's classroom experience with

accelerating motion, and my own experience with transient

lamp lighting and magnetic field production, provide support

for this view.
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Introduction

The past years has seen much curriculum reforms and

developments. Despite this tremedous efforts much problems

remains with science teaching. Conferences on misconceptions

in science learning, like this one, show now and again that

the problem of helping students understand the concepts of

science in the enviroment of our schools still needs much

thought.

Studies of misconceptions in learning science indicate

two sources of children's problems. In a study of

misconceptions in School Thermodynamics, (Johnstone & others,

1977), it was suggested that what happened in learning

thermodynamics in upper grades depended upon what was taught

in the lower grades. Students, when presented with a new

idea, treated it in three possible ways. They either

compartmentalized what they had learned, (i.e., they did not

incorporate the new idea with that they knew); or they

attempted to attach the new idea to existing knowledge, but

made the wrong connections; or else they would incorporate

the new knowledge correctly into prior knowledge, and apply

clear understanding to the new ,,ncept. Misconceptions

happened in the second case. Solomon (1983), in her study,

indicated that one source of problems in children's

misconceptions is that many scientific terms have everyday

meanings which then become "conceptual traps". Her

conclusions were that the ability to discriminate between the

two domains of knowledge, "everyday meanings" and "physics

meanings" plays an important role in success in school

physics. What Solomon is suggesting, then, is that the

context for a student learning physics is more complex than

just the nature of the subject matter and the instructional
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practices. The learner has to contend with previous

knowledge and experiences, including those from outside his

classroom, in addition to the new experiences and knowledge

from the physics classroom.

Studies by Laurilland (1979) suggest another facet in

the students' problems in learning. Laurilland had studied

what she defines as the "learning style" of the student, that

is the way students think about the subject matter and the

strategies of students, the way students approached the task

of learning. The major conclusions she has made is that

students' styles and strategies are context-dependent. The

context consists of the nature of the subject matter and

students' perceptions of what teaching provides them. These

studies among others, suggest two important factors in

learning in the classroom: the previous "everyday" knowledge

of the students and their learning styles. Learning and

learners are complex and active individuals in a learning

situation. A question arises: To what extent do these

active individuals influence the learning or understanding

they obtain from the classroom and equally, to what extent do

these classroom events and situations influence the students

understanding? What are learners doing in the classroom?

How can we help our teachers?

Today, for most teachers, the science classroom have

changed from the "traditional didatic" classroom to one where

there is at least some student activity part of the time if

not most of the time. This is due to the changes made in

curriculum in the sixties and seventies.(PSSC, Earth Science,

THe Nuffield Sciences in England, the Intergrated Sciences in

Scotland, and Intergrated Sciences and Modern Physics,

Chemistry and Biology in Malaysia.) Therefore students

classroom experiences have now increased. There is not only

content to deal with, but the experiences from experiments

and their interpretations. Some of the teachers are

themselves the product of this "activity" curriculum. Recent

approaches to learning have emphaised the active part the

'xperiei.ces of a learner plays in learning concepts.(Novak &

9 E 9
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Cowin, 1981; Driver, 1983; Confrey, 1985). But the problem

of understanding the concepts and principles of science still

remains.

Theories Guiding the Study

To look at the problem of learning physics anew, I

choose the conceptual framework of Ausubel (1968), Novak

(1977) and Cowin (1981). These three theories see the

learner as an active and constructive individual it the

process of learning. "Meaningful learning" is a process in

which new information has to be linked to some relevant

aspect of what the learner already knows (his or her

cognitive structure) (Ausubel et al, 1968). However, this

linking is not mere connections to past information, but the

learner should be taught to form concepts of increasing

abstraction or generalisation. (Novak, 1977). The important

point here is that the learner does this licking. The

learner is no longer thought of as a passive recipient of

knowledge, but as a maker of meaning. Learning and teaching

becomes a process where both teacher and students actively

participate in making meaning. Meaning is negotiated between

the student and the teacher or curriculum. Further meaning

controls the effort. (Cowin, 1981).

Thus the learner is not merely autonomous, but takes on

an active role in deciding his curriculum and the meaning

that she/he makes for her/himself. This recognition of the

actions and thinking of the learner is significant in the

light of the studies on learning mentioned earlier. Student

responsibility or active constructive role based on their

experiences supports the idea of variations in students'

conceptions of the subject matter and the fact that learners

have their own styles or strategies for learning based on

their context. Based on these three theories and studies on

misconceptions and learning the study was formulated.

The questions of the study were: What is happening when

students are trying to understand physics in the high school

classroom? What do they mean by understanding? How are they
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trying to understand the lesson? How do they feel? What is

important for teachers to know about students in a physics

classroom? What is the value of learning about students

understanding? How can teaching be in harmony with

learning? In this paper I shall not have space to answer all

these questions but the first three.

Methodology

Educational research, like research in any field, is an

attempt to create new knowledge (Novak & Cowin, 1984, p.

149). In addition to identifying his research procedures

and method of analysis of data, the researcher must identify

the concepts and theories being used in the research to make

observations of the "events" about which data is being

gathered. The results of this analysis of the data gathered

represents the new knowledge claims made. Further Cowin

(1981) suggests that the research takes the form of answering

questions instead of proving hypotheses. Cowin has put these

different elements of a research in the form of a hueristic

Vee (see Novak and Cowin, 1984, p. 3). This concept of

educational research was adopted for this study.

The qualitative approach in research recognizes the

unique human capabilities for self-conscious reflection and

appraisal of experiences. THe use of the qualitative

approach and the experiential perspective of learners enable

a researcher to respond freely to students' unique set of

experiences and to focus on issues which emerge during the

investigation as the most significant ones to the learners

themselves. The aim is to obtain qualitative descriptions of

individuals and their perceptions in situations that are as

near real-life situations as possible (Entwistle and

Houasell, 1979). Desriptive data from such research would

then have more explanatory purpose than predictive power.

(Brophy, 1979) The intentions are to try to explain what is

happening in the classroom. In such an "interpretative

approach, generalisabiliry can be viewed in terms of how well

others understand fairly small contextual analysis and feel
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that such descriptions and patterns reflect theirs or

neighbouring situations."(Avalos, 1982) This methodology

provides the means to explore and to probe in a way denied to

the "traditional quantitative approach." A richer, more

accurate description of student learning could then be

obtained.

These two methods and perspectives have been compatible

with the conceptual framework of Ausubel, Novak and Gowin,

the theories guiding this research. Therefore, in this

study, I had taken on the role akin to a sympathetic

listener, seeking to understand through empathy and

intuition, the perspective or world view of the person or

group of persons speaking to me. The procedures of gathering

this qualitative experiential data from the students were

through the interview method. A set of questions were

developed from theory, research reviews and three small

projects on students learning. These three projects were

carried out with graduate students in physical sciences and

engineering, six physics undergraduate students and six non-

physics undergraduate students who were attending a physics

course for non-physics students. Experiences from these three

projects helped to formulate the procedures for the actual

study.

Procedures:

Participant& in this study were two teachers and their

physics students in two schools. They were volunteers. The

teachers were senior teachers and noted for their ability to

teach well. The choice of such teachers was to remove as

much as possible the "poor teaching" factor in students'

inability to understand, in order to help focus the interview

on students and their understanding physics rather than on

the faults of teaching as perceived by the students. Fifty

volunteer students were requested with the help of teachers.

Students with differing abilities, those considered weak as

well as those considered strong in physics, were selected f^r

interviews. All students were then to be attending physics

9 72

classes in the high school. The choice of schools was based

on avaliability to the researcher, that is those schools near

and around the Ithaca area. Two schools were chosen: Ithaca

High School and Lansing High School.

The interviews were carried out over a period of five

weeks in each school. They were conducted during the study

hall periods of each student. One interview was scheduled

for each student, but students were encouraged to talk with

the reseacher whenever they thought of anything that was

connected with their learning. Several students took this

opportunity and talked several times with the researcher.

Discussions during the interviews were usually about the

most recent physics lesson of the student although students

were encouraged to give examples and refer to other lessons

when necessary. Several lessons were video-taped and "props"

such as apparatus, text books were introduced during the

interviews to help students recall and explain their learning

processes in the classroom. The researcher also attended the

same physics lessons as the students to provide herself with

a better understanding of the context in which students were

trying to understand physics and to enable her to ask more

relevant and probing questions.

The following set of questions was used during the

interview with high school students of the study. They were:

1. How did you find this lesson? Did you follow
what was going en in the class? Can you tell
me what it is about? What did you find
difficult? Hlw did you feel in the class
today?

(This set of questions were aimed at getting the
discussion started. They need not all be used.
The lesson referred to the most recent lesson that
students attended or the lesson that was video-
taped).

2. What do you mean when you understand? Or don't
understand?

(This question is raised only after students have
used the word themselves or suggested that they had
understood the lesson. They would then be asked if
they understood and if so to then explain what they
meant.)

3. What do you do in order to try and understand?
What did he say or do that made you
understand?

9 7 3

493



494 4. What is physics? What do you think you are
studying in your class?

These, however, were not the only questions used. Other

questions were used as necessary depending on students'

responses and suggestions. This included asking students to

clarify ideas or terms used. Thus the interviews were semi-

structured. These set of questions remained the basic

questions used throughout all the interviews although

additional exploratory questions were developed as the

research progressed to further explore and clarify students

answers.

Analysis of Interviews

The audio-taped interviews were first transcribed. The

answers in the transcsripts were then coded according to

which questions they answered. These were:

1. What do you mean by understanding?

2. What do you do when you don't understand?
How do you try to understand your physics
lessons?

3. What is physics?

These answers were then concept-mapped for the students

conceptions of "understanding" in the classroom. (See figure

1) The coded answers and concept-map were then analysed for

regularities or patterns in how the students were trying to

respond to their physics lessons.

Findings

The study found that students' meanings of

"understanding" could be conceptualized based on their

experiences and knowledge from both inside and outside the

physics classroom. The interaction between these two

"domains" of their experiences can be synthesized into four

conceptions of "understanding" physics by students. It is

the interplay of these two spheres of experiences and

knowledge that would structure the students understanding of

physics. I have called these four meanings of understanding

"understandingl ", nunderttanding2", "understanding3" and

"understanding4". By using numerical subscripts, does not
rj "-.1 ,4

imply that these meanings exist in hierarhical or even

necessarily sequential relationship to each other. Numbers

have been chosen instead of names to forestall premature

naturalization of terminology. Their chronological

appearance in this study had promted the use of this

numbering.

Briefly, "Understandingl" comes from relating new

physics knowledge to knowledge and experiences from outside

the physics classroom; "understanding2n is being able to

"work" inside the classroom, eg carry out experiments or

solve problems; "understanding3" comes from interrelating new

physics knowledge with knowledge and experiences inside the

physics classroom; and "understanding4" is being able to use

physics concepts to explain a broad range of everyday

experiences outside the physics classroom. These findings

suggest another way to conceptualize understanding in high

school physics classrooms. They suggest another way of

describing the character of what is meaningful to students in

the physics classroom. (A more elaborate description of these

four meanings of understandings with illustration is given at

the end of the article.)

Discussion

Students come into classroom with knowledge and

experiences from everyday-life and from other classes in

school. This everyday life knowledge and experience enable

students first to make sense of their new physics

experiences. As students continue learning physics, they

interact with other new physics knowledge and experiences, as

well as the teacher and develop new sources of knowledge and

experience to further learn physics. From these new

experiences inside and "old" experiences outside the physics

classroom, students appear to develop meanings of

understanding physics.

A question that the findings of this study raised is

that of how should we include "everyday experiences" into a

physics course? Some suggestions that have been made to make
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physics more relevant to the pupils is through applications

of physics to their everyday experiences. The findings of

this study suggest that this gives a meaning to the physics

concepts, and that there are two ways in which these everyday

experiences could be introduced. Introduced as in

understandingl, there are limits to the type of conceptual

structures developed. '.ntroduced as understanding4, the

physics concepts would be enriched by the content of daily

experiences. Further, a hierarchy of concepts would be

initiated.

Another important aspect of these four meanings of

understanding is the how they were formed and what .appens

after. Further analysis of the data from the interviews

suggest that teachers, the curriculum and the administration

of the classroom each influences the formation of these

meanings of understanding. What however may be more

important is how these meanings of understanding then governs

the students' future learning. Would thr3 understandings

act as "governances" of future learning? This is especially

important if students merely attain understandingl and

understanding2. Would these 'wo meanings then act to limit

the st'-ats understanding in the physics classroom? Would

different curriculum or teachers bring about changes in these

meanings of understanding?

The data from the interviews also suggest that these

meanings of understanatng do influence the students

expectations during physics lessons. They determined for the

students what he expects to achieve in terms of understanding

for each lesson. They also at times act to determine what

particular aspect of a lesson students would focus on. Thus

during laboratory lessons, one finds that some students do

not think of the eoncepts and theories involve but rather

just what to do ani how to do it. Such actions ate

contradictory to the aims of many new curricular which have

introduced laboratory experiments as a means of teaching the

science concepts. Students wait for the "lectures" following

a laboratory lesson to learn their 'physics concepts. Thus a

9 7 G

curricular should have lessons that are focussed at different

aspects of what is happening in the physics class and not

just what concepts and theories to teach. The teacher should

not merely use ideas because they are interesting and serve

to explain. As Dewey suggests, these experiences should have

a means to enable students analyse and understand future

experiences.

The findi ;s of the study therefore, suggest that

teachers in classrooms be more aware of what they use and how

they use experiences and knowledge to teach. It raises the

following questions for teachers: What kinds of knowledge

and experiences are we using to help students build the

concepts and understanding of the physics? liow are students

constructing their meaning? What kinds of understanding are

they (students) achieving? How are the students using their

physics knowledge to understand events outside the physics

classroom? What kind of concepts are we building for our

students? Should understanding physics mean achieving all

four meanings of understand1^77 These questions become

especially important where the curriculum stresses the "link"

between school science and life outside the school.

Thus, students had attempte co reconcile their "two

worlds" of experiences. They have not kept their two worlds

separate, but seem at every instance to try and combine them

as they attempt to reconstruct their understanding of the

world they live in. Therefore it is important to recognize

the eesistanc, of these "spheres" experiences and knowledge

from inside and outside the classroom and how it has been

used in understanding physics. This could perhaps help

teachers to recognize potential conceptual traps. In her

study, Laurilland has suggested that students style of

learning might be dependent of what they perceive to be the

aim of learning, whether it be to explain, to understand, for

a project or an examination. It is suggested from this study

that the efforts of students may also be determined by what

they think is understanding. When they "stop" learv'm may

be suggested by their meaning of "understanding." in

977
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496 addition to the students' previous knowledge and learning

styles, students meaning of reaching "understanding" may also

be a factor controlling their efforts in the classroom.

Hopefully these four meanings of understanding would provide

:eachers with a means of looking at what is happening in

their physics classrooms.

The Meanings of Understanding

In this section I have tried to describe more fully,

with some illustrations, the meanings of understanding.

However, due to the nature of the data and the length of the

paper, I am unable to cite student answers and illustrate

every aspect of these meanings.

The claim of understandingl for students, means a claim

to make connections between physics experiences in the

classroom and their experiences from outside -he classroom,

the "everyday experiences". These connectio.- need not be

explicit definite relationships, but do provide students with

a sense of what they are learning in the classroom. These

connections may just involve placing the new material in some

relationship to students' know knowledge or experiences.

They do not, however help students to rnnceptualize their

physics concepts or t! 'ir "everyday experiences" in a

hierarchy. Thus, for example, when students commented on the

lesson of the impact between nuclear particles and their

speeds, they said:

Like he will compare when we are doing alpha and
beta particles, compare the speed and the size,
like alpha particles acts on the beta particles is
like the Greyhound bus coming at a tricycle.
(Student 39'

or

He'll take the technical terms, those scientific
jargon and he'll put it into /ery real examples.
He'll use electron flow as the opposite of molasses
(flow). (Student 2)

This type of explanation gives students a visual or

qualitative sense, and a "feel" for the physics content. The

students commented upon teachers, "talking at their level";

using familiar words throughout the whole lesson helped them

to understand.

Understanding]. provides students with a sense of

"tangibility" as in having some "concrete" picture of what he

was learning. This tangibility can come not only from seeing

an event but also from working with numbers that are like

those found in the "everyday use" of the students, neither

very large or small. Applying these numbers to the

principles or concepts, and working them out can help give

that sense of tangibility to students.

As a consequence of understandingl, students feel that

they can use their own words to describe the new knowledge

they have. They get a "picture" or a sense of it. Often

students said they formed a "visual image" or a

representative image of what the new idea was. And, finally,

they can place the new material in some known knowledge

structure of their own. Student 23 described this

"understanding" as having a "general association," like the

stage of having some idea, of having many possible meanings

or ideas to relate to the new material to give it meaning.

The claim of understandingZ is made when students feel

that they can carry out the activities of learning required

in each particular physics lesson, such as carrying out

experiments and problemsolving, knowing how apparatus work

and what they do. Thus understanding2 comes when students

have followed the rules and methods of each lessor., so that

they can "do" what is required for the lesson.

Understanding2 is not metacognition, where students know

separately or have abstracted out the rules and the logic

involved. They have not abstracted out the processes and

formed a structure of it. Understanding2 is just a matter of

understanding, in each individual lesson, how something is

being done, and being able to use it or recognize it later in

similar lessons. Students achieve understanding2 through

using and "seeing" how rules and thought processes operate to

link or structure the concepts they have learned. They learn

by doing. Thus students learn how to solve problems and carry

out experiments with instructions. However, the ability to

solve problems using equations is not just "rote"

'1 (1



memorization of equations and procedures. Student 17

compared understanding how to use an equations to that of how

to use a tool. He said,

You don't really think of an act or
physical event, _you know when to use it
(the equation) tor, you know how to use
it. Its just sort of a tool that I could
use to manipulate figures. ... to
transform physical data into some desired
results. (Student 47).

It is not simply plugging in numbers into problems to

solve them, or carrying out laboratory procedures that may

seem like rote learning. For students there is a need to

understand the equations or procedures before using them in a

supposedly rote fashion. Student 46 suggested the difference

between remembering a formula and rote learning as follows,

Memorizing formulas seem easier. I mean,
like, its making sense and feeling good.
It(the formulm) fits together and I can
see why it would work, but like I cannot
think why a word would be spelled like
this.

The last reference was to learning words and rules in English

class. There, memorizing the spelling of words was "rote" to

the student, but memorizing equations or formulas was not

rote. After seeking how the equation was derived, from

either other formulas or a physical event as in F Ma,

Student 46 commented that, "I never gave it a second thought,

I just automatically memorized it."

Understaliding3 occurs when students can relate new

physics ideas to the physics experiences and knowledge for

understanding. This represents a shift in the experiences

and knowledge they use for making sense of their physics

lessons. "Meaningful learning" or "understanding" still

comes from "relating to something one already knows"

(Ausubel, 1978). However, the already existing knowledge of

the students now comes from what they have learned from the

physics class. In laboratory experiments, students expect to

be able to link each part of the experiments to the concepts

or theories they are studying and to gain a meaning for each

of the concepts as well as their relationships. General

meanings of "it is similar to" or " it can be found in" some

everyday occurrences are no longer satisfactory.

9 60

Understanding3 means knowing the relationship between the

concepts in physics. These relationships are more definite

and explicit.

As students advanced in understanding3, acquiring more

physics concepts and relationships, they sometimes developed

their own systems to understand new concepts; i.e., they

tried to relate new ideas to their physics knowledge it. their

"own way." The simplest of these ways was when students

formed a structure of knowledge based directly on

relationships from equations, definitions or by grouping them

together under areas lkie those found in textbooks, for

example kinematices or dynamics.

In the second way, students appeared to have developed

their own system for organizing their concepts and would then

use this system to try to understand any new physics concepts

that they were taught. They would try and assimilate or fit

these new concepts into their structure or system of

knowledge. These students wo-Ad say that another meaning of

"understanding" for them was being able to explain or relate

the new Ideas to their systems or relationships of the

concepts. These students recognize some sort of order in

their ideas. For example, Student 41, used "units" of

measurement for each concept to organize his conceptual

structure. For him all the concepts that he had learned so

far could be related to three concepts - mass, time, and

distance. Thes^ units were the three basic concepts to him.

Thus, he analyzed all the new ideas, looking for the units in

which these concepts were measv:ed. He broke down these

units into their most basic components. He then related

these new concepts by their basic unit components to the

structure that he already had. This involved relating the

units of these new concepts to his basic concepts of time,

mass and distance. Thus he would link force to work because

they both had some basic units in common. He had been

introduced to heat in his physics class, but not to its

measurement by joules. H3 did not know how to link the idea

of temperature to his system and felt that he did not
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understand heat fully at this stage. At times the system or

structure takes a more heirarchical form.

Although the students' conceptions of ideas may not have

been correct, the point here is that there was an attempt to

organize ideas through analysis and reorganization, usine a

system that he, the student, had thought out for himself. He

was not merely linking ideas as he was told. Thus

understanding of any new concept became one of being able to

explain it within his "system." This however, does not

preclude students from learning new systems. They were

systems developed by stuaents based on attending three months

of physics class.

Therefore understanding3 comes from the physics

classroom. It involves seeing connections or relationships

between and among concepts and events from within the physics

classroom. The students who work for understanding3 are

using physics experiences to understand or make sense of new

physics ideas. Understanding3 can lead students to form

their own structure of physics and experiences. It leads to

a realisation by students that physics concepts from sepal

lessons are related to each other in some way. This

conception also signifies the point where students begin to

acknowledge the "related" nature of the different parts of

their lessons and that there is a structure with rules

governing :he relationships. Students may receive a sense of

such relationship from their teachers, or they may form it

themselves. The outcomes of understanding3 have varied from

formation of simple relationships of ideas, formation of

their (students') own system of structuring the concepts, to

an understanding that there is a structure to all the ideas

and events that they are learning in their physics classroom.

Understanding4._ involves students' experiences and

knowledge from both inside and outside their physics

classroom. Students who claim understanding4 try to explain

their everyday experiences with physics concepts and

principles. Students have attained a certain familarity and

ease with physics concepts they have learned. This effort is

the reverse of the effort to reach understandingl.

Accompanying understanding4 comes a personal idea of what

physics is all about. How did we get our physics laws is a

question to be answered. This may not be the epistemological

meaning desired by the subject-mnatter specialist, but

nonetheless, it was the students'. Students are not just

concerned with results of experiments. They now recognize

the "perfections" of the laws and principles they are

learning and want to understand how they were reached. In

one sense, students can be considered to have ceased

separating their two worlds inside and outside the physics

classroom and to have begun to see the experiments in their

classroom as something that would occur in the everyday world

with all the attendant problems and influences that would

make the experimental results inaccurate. One result of

understanding4 is that students have started to structure and

conceptualize their everyday experiences through physics

ccncepts and principles. For example, Student 44 said.

I now drive a car, I drive a tractor, I
shoot a gun now, things I can feel the
action, the recoil, the car not stortAng.
... now I can draw a parallel between the
two.

This Student 44 had commented that before, when he first

learned about the principle of conservation of momentum, he

had not thought to associate the recoil of a gun, the effect

the bullet had on a target, with a tractor's or a car's not

stopping or colliding with something. T1'is, diverse events

could now be understood and integrated by a physics principle

or concept. He now saw these events in terms of mass and

velocity and as events where the principle of momentum should

be conserved.

Understanding4 differs from understandingl where an

event in the daily experiences of the student is used to

illustrate or explain an abstract principle or concept. In

understanding4, students start to bring together their two

"worlds" of experiences, from both inside and outside the

physics classroom.
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In addition, students become more self-directed,

beginning to explore the relationships of ideas on their own,

having internalized the subject matter so as to be able to

"break it (an idea) apart into its basic components, and

reassemble it to your advantage or to your greater

knowledge," (Student 44). Thus for understanding4, I see

students bringing together their two sources of

understanding, the two "worlds" from which they have learned

to experiences new ideas, and in doing so, integrating them

into their knowledge structure. They have learned new ways

of organizing their knowledge and experiences, and thus their

meaning of "understanding" has grown to include them. They

have learned, in Kuhn's terms, to put new "conceptual

goggles" with which to look at the world they live in. In

doing so students appeared to have been able to look at the

events from a "third person point of view." (Student 44)

They have not necessarily discarded the old ones, but have

modified them, or have added to them. They have thus become

more versatile students, having more ways to understand the

world.
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CONCEPTIONS OF FORCE AND MOVEMENT, INTUITIVE IDEAS OF

PUPILS IN ZIMBABWE IN COMPARISON WITH

FINDINGS FROM OTHER COUNTRIES

Gerard D. Thijs Free University Amsterdam

1. Introduction and Summary

A number of investigations have revealed pupils' intuitive ideas and mis-

conceptions about force and movement (Gilbert and Zylbertsztajn 1985, Ha lloun

and Hestenes 1985, Minstrel) 1982, Terry and Jones 1986). The studies indicate

that students experience conceptual difficulties over a wide range of age and

educational levels.

There are, however, only a small number of studies which systematically analyse

the nature and frequency of the misconceptions as a function of the amount of

instruction received. Also, almost all research has been limited to the study of

pupils in Westem countries. Research into the occurrence of misconceptions with

respect to force and movement in non-Western countries and cross cultural

comparisons have hardy been performed.

In this paper we report on the results of a questionnaire on daily life problems

involving simple mechanics, which was administered to students in Zimbabwe,

Lesotho, Indonesia and The Netherlands.

In Zimbabwe we carried out an in-depth study by investigating misconceptions on

force and movement at various levels of education, ranging from Form I Secondary

School to a university programme for upgrading teachers to a BEd degree. In the

analysis of the test scores an attempt has been made to disentangle the effects of

various parameters such as: the amount of instruction received, ability, age, sex

and school location (rural or urban). The main variable responsible for the variation

of the test scores seems to be the amount of instruction received, the relationship

having an approximately linear character. Dominant intuitive ideas are found from

the intercepts given by linear extrapolation. The slope of a line gives a measure for

the resistance of an intuitive idea to instruction. Preconceptions (Driver and

Erickson 1983, Gilbert and Watts 1983) are broug. to light as those intuitive ideas

which resist tutorial correction.

The test was also administered to pupils and teacher students in Lesotho,

Indonesia, and The Netherlands. The total group of students tested shows striking

differences in the persistence of particular preconceptions, as identified in the

in-depth Zimbabwe study, between the two African and the other two countries.

In the following we first describe the groups tested in Zimbabwe and we report on

the results of an in-depth analysis. Thereafter we indicate the groups tested in the

other countries and we perform a cross country analysis. Finally, some conclusions

will be drawn.

Before specifying the particular groups tested, we first briefly describe the

secondary education system in Zimbabwe in general. The system consists of 6

school years (Forms) which are structured as follows:

Forms 1 and 2. resulting in the Zimbabwe Junior Certificate (ZJC). The ZJC

examinations are administered by a national examination board in Zimbabwe The

ZJC examination results are often used to stream pupils in Form 3 in classes of

mcre homogeneous ability.

The transition from Grade 7 of primary education to Form 1 of secondary

education has increased after Independence (in 1980) from 60% to almost 100%

in 1985. The transition rate from Form 2 to Form 3 is nowadays also near to 100%.

Forms 3 and 4, resulting in the Cambridge G.C.E. (Ordinary level). The

Cambridge Overseas Examination (COSC) results are processed in the U.K.

Based on the COSC results the entry into higher forms of secondary education is

regulated. The transition rate from Form 4 to Form 5 increased from about 13%

before Independence to about 22% in 1984.

Forms 5 and 6, resulting in the Cambridge G.C.E. (Advanced level). The A-level

examination results are processed in the U.K. Pupils take 3 subjects for their

A-level. In the physics stream students often take, besides physics,

mathematics, and: chemistry or biology. From this it is clear that the amount of

physics instruction in the physics stream in Forms 5 and 6 is much more intensive

- about twice as much - considering the fewer subjects on which one could

concentrate compared to Forms 1-4.

Science teachers in the first Forms of secondary education in Zimbabwe should'

have at least a Teacher Training College (TTC) Certificate. The TTC programme

takes 4 years. Two years are spent in the college in which half of the time is

devotee to two science subjects and the other half on educational foundation and

professional preparation. The other two years consist of supervised teaching in an

approved secondary school. The final academic level of a TTC is sometimes

claimed to Ppproximato A-level foi the particular science subjects chosen.

However, it is doubtful wnether this level is actually realised In practice.

The certificate teachers can upgrade their qualification in science teaching by
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attending the BEd (Science) programme at the University of Zimbabwe. Starting in

1986 this programme is a one-year crash course. For admission into the course a

certificate teacher should have a good academic background (in terms of 0-level

and TTC results) and should have at least two years of teaching experience in a

secondary school.

Teachers attending the physics stream of the BEd programme are, after completion

of the course, qualified to teach physics in Forms 5 and 6. The final level of the

BEd (Science) course is aimed at an academic level half-way Year 2 of the Faculty of

Science of the University of Zimbabwe. This objective has been formulated to

assure that the BEd graduate can give sound academic guidance to secondary

school pupils up to A-level.

We investigated intuitive ideas on rorce and movement among 162 pupils and

leacher students' in Zimbabwe. For that purpose we administered a test in May

1986, around the middle of the school year, to students of:

- a rural school, about 30 km from the capital, which has neither electricity nor a

runilnv water system. Practice Is are performed by making use of the so-called

Zile Sci kit. The teachers composed a mixed ability group of in total 62 pupils from

Forms 1, 2 and 4 to attend the test.

- an urban school in the capital, located near the University of 7 ,,abwe. The

school is well provided with all kinds of practical facilities. In tote.. 45 pupils of the

following groups attended the test:

Form 31: rank no.1 out of 8 parallel Forms 3, ordered in terms of school

performance;

Form 47: rank no. 7 out of 10 parallel Fonds 4, ordered in terms of school

performance;

Form 6P: out of the 4 parallel Forms 6 the class that takes physics as ore of the

three A-level subjects.

- the University of Zimbabwe. The test was administered to 15 certificate teachers

attending the physics stream of the BEd programme. The participants had on the

average 8 years of professional experience after completion of the 17C. Some

had an A-level qualification before admssion into the TTC.

3.Tasiingaimani

The test booklet contains 22 questions, which are preceded by a bnef instruction.

All questions refer to problems which require no calculation or application of

algorithms. Each problem is illustrated by a diagram.

The questions have either been taken from the literature or been compiled by

9S0

ourselves. Those questions have been included in the test which expose most

explicitly specific misconceptions in the field of force and movement. Out of the 22

questions 16 items were inspired by articles in the science education literature,

namely: Lie, Sjoberg and Ekeland 1985, McClosky 1983, Minstrell 1982, Van

Genderen 1983.

All questions are set in multiple choice. For some questions, however, a short

explanation is also asked for. In administering the test the participants were allowed

as much time as they wanttqd to finish the test paper. In practice the pupils needed

about 20 to 30 minutes.

Hereafter the total set of test questions is given briefly, without the accompanying

diagrams and without spelling out the alternative answers out of which the students

were asked to make a choice.

01 Inside a train driving at a constant velocity a person is jumping, either in the

same direction In which the train is moving, or In an opposite direction. In

comparing the lengths of the jumps as measured on the floor of the ,.ain, what

result will be found?

02 A person cycling at a constant 'elocity throws a ball straight upwards. Does

he manage to catch the bail without moving his hand?

03 By continuously applying the brakes a cyclist manages to drive down a very

steep hill at a constant velocity. In comparing the breaking force with the force

pulling the cyclist downhill, what result will be found?

04 Are there forces acting and, if so, w,iich ones, on:

- an apple harping from a branch & a tree?

05 - an apple falling from a branch of a tree towards the ground?

06 - an apple lying on the group ier having fallen from a branch of a tree?

07 A person is throwing a stone straight up in the air. Which forces act on the

stone after it has left the hand on its way upward, and how do they compare?

08 - Which forces act on the stone in the highest position which it reaches, and

how do they compare?

09 - Which forces act on the stone when falling down after it has reached Its

highest position, and how do they compare?

0:0 Two persons push their cars up a slope just hard enough to prevent the cars

from rolling downhill. If the two cars are identical, but one car is at a hinher position

on the slope than the other, how do the pushing forces required compare with

each other?

011 Two persons are playing tsig-of-war by tightening a rope. If none of the
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persons move, how do the forces with which they pull compare with each other?

012 A person is trying to push a heavy case over a horizontal surface. If the

person does not succeed in moving the case, how does his pushing force

compare with the force of friction between case and floor?

013 A ball thrown straight upwards by a person passes first through point P and

then through point 0. Are they upward forces acting upon the oalls in points P and

0 and, if so, how do the upward forces in P and 0 compare with each other?

014 - Are there downward forces acting upon tne balls in points P and 0 and, if

so. how do the downward forces in P and Q compare with each other?

015 A car is towing a trailer over a level road and is moving at a constant velocity.

How does the towing force and the frictional forces acting on the trailer (exerted by

the surface of the road) compare with each other?

016 How does the towing force and the force exerted by the trailer on the car

compare with each other?

017 Two magnets, one of them being stronger than the other, are held at a fixed

distance with the North poles facing each other. How does the force exerted by

the stro . ;er on the weaker magnet compare with the force exerted by the weaker

magnet on the stronger?

018 A person is standing on a plank which bridges a river. The plank Is bent

because the man is standing on it. Does the plank experience a force exerted by

the man?

019 - Does the man experience a force exerted by the plank?

020 The moon circles in an orbit around the earth. The earth exerts an attracting

force on the moon. Does the moon also exert an attracting force on the earth?

021 1 airplane Is flying at a constant velocity and a constant altitude. If a metal

ball Is Jed from the cane, what path will it follow as seen from the ground?

022 1. 'tat ball Is rolling over the top of a cliff at a constant velocity. If '.he ball

goes over ii id edge of the cliff, what path will It follow as seen from a side view of the

cliff?

On the next page some examples of the test questions are given. The test scores

are also shov.i, represented by bar charts which Indicate the percentage of pupils

who selected the various alternatives. The results of the groups 1 ... 7 (the

numbering of the groups is explained in the next section) are followed by the

percentages for the total test population in Zimbabwe.
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QUESTION 2

A boy is cycling at a constant speed on a straig,.,t road.

He throws a ball straight upwards.

Does he manage to catch the ball without moving his hand?

You may ignore wind and air resistance.

a) Yes

b) No

Give a short explanation.
Mill

1 2 3 4-5 6 7

QUESTION_17:

John has two magnets. He is holding them at a fixed

distance with the North poles facing each other.

The left magnet is strunger than the right one.

The force exerted by the stronger magnet on the weake is:

a) greater than the force exerted by the

El ii
EZ

III
smaller than the force exerted by the

weaker magnet on the stronger

b) equal to the force exerted by the

weaker magnet on the stronger

c)

weaker magnet on the stronger

QUESTION la:
1 2 3 4-5 6 7

A man is standing on a plank which bridges a small river.

The plank is bent because the man is standing on it.

Does the plank experience a force exerted

'zy the man?

a) No

b) Yes

c) Yes, only if the man is very heavy

El
S
raa 1 2 3 4-5 6 7

Mill
993

100%

83

60

40

20

0
Total

1006

83

60

40

20

0

Total

1005

60

60.3

20

0
Total

503



4. Characteristic parameters

A pupil's test performance will of course be influenced by the total amount of physics

instruction he or she has received during the years of attending the secondary

school. "tpan from the amount of instruction other parameters matter, such as: ability,

age, sex, school charactenstics (e.g. location either in a rural or in an urban area).

In the following subsections we discuss the way in which the values of the various

parameters have been fixed. In the last subsection we give some reflections on the

interdependence of some parameters.

4.1 A first indication of the amount of physics instruction, the parameter INS, can

be found by just :eking the corresponding number 01 school years of formal

secondary education. A second indication is derived from the intensity of the

ir.struction as determined by the number of hours per week which are devoted to

science subjects, in particular physics.

A pupil of Form 1 can be considered as receiving one unit of 'nstruction In physics;

a pupil of Form 2 can be put at two units of instruction; etc. up to Form 4. Then, at the

end of Form 4, pupils wile the COSC examination. Based on the COSC results

about 20% of the Form 4 pupils continue into Form 5 where they are differentiated,

e.g. into a particular physics stream where they can spend twice as much time on

physics (and two other science subjects) as they did before. So, in the first part of

Form 5 pupils can reasonably be put on 5 units of instruction and, by the end of Form

5, they have received about 6 units. Along the same arguments pupils in the first half

year of Form 6 can be said to have received about 7 units of physics instruction. The

final A-level then corresponds to 8 units of instruction.

The entrance level of the average participant of the BEd (Science) programme can

be estimated to be around 7 units. The final level aimed at in this programme (see

section 2) corresponds to about 11 units of instruction. This implies that the

participants of the BEd (Physics) course, whiCh consists of 4 terms, have to upgrade

their physics level from about 7 units to around 11 units. The test was administered

in the second term of the programme, so the parameter INS Indicating the army int of

physics instruction received can be set at 9 units. In relation to this value, it should

also be considered that the BEd participants had covered the relevant mechanics

part of the syllabus during the first term.

The 'Ave values of the parameter INS represent only first estimates of the amounts

of instruction received by the various groups To mention lust one complicating

factor: it certainly cannot be said that each unit of instruction contains the same

amount of physics instruction, certainly nrt on the particular subject of the test,
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namely the relationship betwaen force and movement. On the other hand it can also

be argued that, even if the science instruction offered refers to different subject

matter, the problem solving approach in the field of the test might benefit from the

instruction in a more indirect way.

4.2 The parameters AGE, SEX, aid the school parameter UR (urban or rural location)

can be detemined from the data filled in on the front page of the test booklet.

A total of 157 pupils an:3werad the question on age, 5 pupils left the question open.

The age histogram of the Zimbabwe test population is shown in the figure below.
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52,1: Age histogram of the Zimbabwe test population

The ages range from 12 to 42 years and have an average value of 18.4 years. In

order to account in our analysis for age related development stages of the pupils, we

have made a division into 5 groups which are labelled by the parameter AGE. The

parameter value1 indicates the youngest group of pupils, value 5 indicates the group

of students more than 20 years old (in lad the BEd students).

An age group represents, in principle, an interval of two years. Only AGE 5

represents a larger interval, consisting of students from 25 to 42 years of age. II Is

reasonable to treat this larger interval as one age group for purposes of test score

analysis, since it cannot be expected that a 25 year old teacher and a 42 year old

teacter differ significantly In their test performance by the very tact of thee *asters*

in age Of course it can be said that the older teacher could be more mature and

could have more leaching experience (but not necessarily so) On the other hand

the younger leacher has filished his or her teacher training more recently and is

perhaps more . and fresh in Wady) new prothais So it cannot be argued that



within the (older) BEd group the age of a participant as such is determining a

difference in the test performance. However, for the younger pupils (between 12

and 20 years old) age cor .vonds with a stage of cognitive development and could

be a critical parameter in the test performance. For the group of youngEers it is

therefore reasonable to differentiate the age groups in small intervals.

The school characteristic parameter UR is to be indicated as:

- rural, for voups 1, 2 and 4 whih refer to Forms 1, 2 and 4 respectively of a rural

school (with modest facilities);

- urban, for groups 3, 5 and 6 which refer to an urban school (with very good

facilities), and for group no.7 which refers to the BEd group at the University of

Zimbabwe.

The sex distribution in the various groups is given in Table 1. Female pupils are

equally represented (50%) in groups 1 -5: they are not equally represented (14%) in

groups 6-7.

4.3 The parameter AB indicates the extent to which the pupils have been

differentiated into streams of more or less ability, on the basis of results of selective

examinations which they have written in the past.

As mentioned in section 2 the streaming into various Forms 3 (high - medium - tow

ability) is done on the basis of the ZJC examination results. The basis for admission

into Forms 5-6 of the High School and into the Teacher Training Colleges is formed

by the COSC results. Those students who are admitted into the science stream of a

GROUP
No.

N

UR
CHARACTERISTIC PARAMETERS

INS AB SEX AGE
% years

females average

TEST SCORE
MEAN STD.DEV

%

1 20 II 1 3 50 15.1 24 11
2 22 R 2 3 46 16.4 27 9
3 35 U 3 4 46 16.1 32 10
4 20 R 4 3 45 18.5 32 11
5 28 U 4 2 64 17.7 25 9
6 22 U 7 5 9 19.4 47 12
7 15 U 9 5 20 30.6 62 16

TOTAL 162 42 18.4 34 16

_Table 1; Test results and characteristic parameters of the Zimbabwe groups
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High School or of a Teacher Training College can be considered to have, in

principle, top ability for dealing with the test problems (as far as examination results

are good indicators of ability in the field of science).

Perhaps it is questionable whether entry into the science stream of a TTC could be

considered as indicating a top ability. However, it should be realized that in the

period before Independence the TTC was one of the few options open for bright

black Zimbabweans.

Groups 1, 2 and 4 have been formed by their science teachers who did compose

'mixed ahlity' groups of pupils out of the Forms 1, 2 and 4 respectively. If we give

the parame!sr AB a range of 1 - 5, the AB value of the above groups can be fixed at

3, assuming that the science teachers have correctly followed up the 'mixed ability'

indication.

As indicated in section 2, group 3 and 5 represent a higher ability (Form 31) and

lower ability (Form 47) group respectively. We can therefore fix their AB values at 4

and 2 respectively (a smaller value indicating a lower ability). The AB values of

groups 6 (high school) and 7 (BEd group) can be set at the value of 5 as we argued

above.

The above approach for obtaining a set of AB values (shown in Table 1) is just a first

attempt to account for the fact that we deal with selected groups of various streams

in the test population. It remains, however, doubtful whether streaming based on

examination results really reflects ability in the context of our test. Anyhow, the

inclusion of the parameter AB accounts to some extent for differences to be

expected.

4.4 In discussing the values of the characteristic parameters it should oe realized

that there is a consic;erable overlap and interdependence of the variables they

: epresent. In the next we give two examples of this situation.

Fir if we want to include higher amounts of physics instruction in our study (which

we aid by also testing A-level students and the BEd group), we have to focus on

pupils who are older. Also, as they are older they have passed more selective

gates (for example ZJC and COSC exams) and have been streamed into various

ability groups. To see the effects of further physics instruction, we have to focus

on the high ability (in terms of physics) group. From the above tt will be clear that

instruction, maturation (age), and ability are rather intertwined, at least for the

groups that we study in the test.

Second example. If we inc:Jde larger amounts of physics instruction in our study

we have to include High Schools. These schools, however, are mainly found in the

9w1. 4
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urban areas. Also, a is known that the majority of students who opt for further

education (beyond Form 4) in the field of science, are males. So, including higher

forms of physics instruction implies an underrepresentation of both rural pupils and

of females. This situation is clearly visible in Table 1. In the analysis of the test

results we will try ti account for these effects of interdependence.

5. In -death analysis

For subgroups of the total test population in Zimbabwe, referring to particular

values of the characteristic parameters INS, AB, SEX, AGE and UR, the mean

values and the standard olviations of the test scores are shown in table 2.

Before drawing any premature conclusions, it should be realised that rural and

female pupils are underreprest led in higher INS groups. As we stressed in the

preceding section, the various parameters are rather interdependent. Observed

differences between means of groups may only partially be attributed to the source

of variation which is under particular consideration. The apparent differences may

also oe caused by different contrbutions to the various groups effectuated by the

other sources of variation. In fact we have to correct for intertwining effects, to find

as much as possible the separate contrbutions of the various parameters to the

variance of the test scores. This will be discussed next.

5.1. Covariance analysis

We :lave used the programme New Regression Analysis to trace the various

sources of variation. In looking for single responsibilities for separate contributions

to the variation observed, the programme indicates that the contributions caused

by the parameters AGE :Ad UR are statistically not significant.

The separate contributions caused by the other parameters turn out to be

significant and to be able', explain the following parts of the variation observed:

AB = 12.1% , INS =9 2% , SEX = 1.3%.

Apart from these separate contributions much variation can oe explained by a mix of

different parameters which have overlapping contributions. In using the

programme New Regression Analysis for calculating the part of the total variation

that can be explained, it should be realized that the results depend in principle on

the order of hierarchy, in which the various parameters AB, AGE, INS, SEX, UR are

entered. If one, however, does not require a specific praferential treatment, the

programme starts with the variable that exp'lins (partly in combination with others)

most of the variance, then it goes to the second bast axplanatory variable, etc.

Following this procedure we have found the following contributions (partially
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separate and partially overlapping with others) to the variation observed:

INS = 46.3%, AB = 6.6%, SEX = 1.7%,

whereas the parameters AGE and UR do not contribute in a significant way.

INS MEAN STD DEV

1 24 11 20
2 27 9 22
3 32 10 35
4 28 10 48
7 47 12 22
9 62 16 15

Total 34 16 162

AB MEAN STD DEV N
2 25 9 28
3 28 10 62
4 32 10 35
5 54 16 37

SEX
M
F

MEAN
38
28

STD DEV
17
11

N
95
65

AGE
1

2

MEAN
20
29

STD DEV
9

11
3 31 12
4 43
5 62 16

N
11
57
55
19
15

UR MEAN STD DEV N
U 38 17 100
R 28 10 62

Table 2: Mean % scores, standard deviations and numbers of persons for groups

tested in Zimbabwe, for particular values of the charactenstic parameters

So we can conclude that we can explain in terms of 3 characteristic parameters, with

reasonable significance about 55% of the variation of the test scores. Most of



the variation can be attributed to the (more or less mixed) parameter INS.

Now we can compare the observed test scores with the scores calculated on basis of

the vales of the parameters INS, AB and SEX with weights as indicated abuve. The

deviations of the observed test scores from the calculated ones are shown in Figure

2. N can be seen that the standardised residual scores reasonably follow a normal

distribution.

In other words, no systematic deviaiions but mainly random ones are found, if the test

scores are described in terms of the parameters INS, AB and SEX, where the first

parameter accounts for most of the observed variation.

5.2. Linear regressior. analysis

As we have seen, much of the variation of the total test scores can already be found

by assuming that the scores are linearly dependent on the amount of Instruction

received by the pupils.

In this section we report on the results of performing a linear regression analysis on

the level of the various items and the rest ictive alternative answers (one of them

being the correct physics conception and the others incorrect misconceptions).

to
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ELL Deviations of the scores (of all testpersons in Zimbabwe) from the scores

predicted on basis of the values of INS, AB and SEX

From the analysis we get the intercept, the slope and the value c,f significance for

fitting a straight line to the scores of all alternative answers as a function of INS.

The intercepts can be interpreted as the intuitive ideas , the conceptions pupils have

before they receive any instruction in physics.

The slope of the line is an indication of the effectiveness of physics instruction. The

improvement due to instruction can be called unsatisfactory if the change is less than

4% per unit of instruction (4.6% is the mean value). Improvement means: an increase

of the percentage of pupils who choose the correct alternative (physics conception),

and a decrease of the percentage of pupils who choose a wrong alternative

(misconception). A small slope means that a wrong idea is difficult to correct. A high

slope means that a wrong intuitive idea can be easily corrected by instruction.

For the total group of 22 questions, out of the various alternatives on the average

34% of the Zimbabwe test population choose the correct physics conception, and

on the average 43% choose particular alternatives corresponding to dominant

misconceptions.

The regression analysis indicates whether the line has a slope significantly different

from zero. In order to see for small slopes whether the relationship between mean

score and instruction has a more or less linear character, we also performed a chi-

square analysis. Only in one case (question 1) can the relationship certainly not be

indicated as linear. In that item the dependency on the instruction has a parabolic

character: the percentage for the correct alternative first decreases as function of

instruction, and then increases again. This suggests that the (correct) intuitive idea

of the pupils Is first confused by the instruction they receive (e.g. by the information

they get on how to add velocities). and redressed if they really understand that

After having analysed the relationship between scores and amount of instruction, we

identified those questions where:

a. the percentage of pupils selecting the correct option is below average (I.e.

smaller than the total test score)

b. the increase of this percentage due to instruction is below average (i.e. less than

mean improvement due to instruction)

c. the decrease of the percentage of pupils selecting the dominantly chosen wrong

option is also below average.

These questions 'ire relatively difficult and concern wrong intuitive ideas, to be ....lied

preconceptions, which resist tutorial correction.

These questions consist of items 2, 7, 8, 10, 12, 13 and 17. For some of these items

the r Ian scores as a function of the amount of Instruction are plotted In Figure 3.
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The striking difference between the increase of the correct response to these 7

questions and to the 15 others, is shown in noun? 4.8efors discussing these results

we would lice to emphasize their tentative character. The dominant contribution of

the INS variable is found for the dioiributions of the total test scores. On the level of

ens particular Kern and its alternatives the desciption in terms of linear dependency

on one variable INS is certainly less reliable (compare e.g. the small numbers of pupils

responding to the alternative answers for own item).
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Fig, 4; Mean % scores for the correct alternative answers to the 15 easily corrigible

questions and the 7 persistently cliff (cult questions, as function of instruction.

5 3. Preconceptions

We can categorize the main preconceptions under the following headings:

FRAMES OF REFERENCE (item 2)

Pupils have a tendency to define motion with respect to an absolute reference frame

(such as the ground), rather than with respect to other reference frames (such as the

moving bicycle). A typical explanation given by pupils in item 2 was: the boy does not

manage to catch the ball, because he is moving relative to the ball.

IMPETUS (items 7, 8, 13)

A stone thrown upwards receives a force from the thrower. This force is gradually

'used up' in due course, because of air resistance or gravity. This conception is the

medieval 'impetus idea': the thrower transmits an impressed force to the projectile

(Dijksterhuis 1961, p.179). Typical comments given by the pupils: the force imparted

to the stone when it was thrown / the force of the boy's power/ the force will expire

and be reduced due to wind.

INDUCED FORCES (item 12)

Frictional forces are seen as having fixed values (the limiting case), rather than being

considered as induced forces which equal (if there is not an accelerated movement)

the forces that induce them.

INTERACTION (item 17)

Force is seen as produced by a strong agent of force , rather than being considered

in terms of an interaction between two objects.

5.4. Coherency

As to the cognitive status of preconceptions, there is still much being debated.

McClelland (1984), for example, expresses reservation about the interpretations of

the evidence of so-called alternative frameworks of pupils. In his view the teacher has

to clarify and to merge very nebulous concepts, rather than having to overthrow

'preconceptions'. Indeed, we also noticed a lack of differentiation and articulation

between various concepts of physics e.g.:

velocity and acceleration (In item 7 a pupil's comment: the stone moves upward, so

there is an acceleration upwaal - because F. ,.. x a there is an upward force)

velocity and force (In item 13 a pupil indicates the force as being the kinetic force)

- force and energy, both potential and kinetic (In item 10 a pupil comments: car B has

greater potential energy which has to be overcome to prevent the car from rolling

down; in item 7: an upward force due to the kinetic energy of the stone)

- gravity and air pressure of wind (In item 5: the atmospheric force of gravity, or: the

force of the wind through which a stone has to come down)



- force not being associated with inanimate matter (In Rem 19 a pupil comments: the

plank does not give force but the man, because the man is alive)

- the vector character of forces (In Rem 12 a pupil explains the case rot being moved

because: the weight of thn case may be gre r than the force applied, so he does

not discriminate between the vertical direction of the force called weight, and the

horizontal directien of the force applied on the case;.

So there really is a lack of uifferentiation between various concepts of physics in
situations of force and movement. However, in spite of the articulating efforts which

are made during years of physics instruction, still a number of misconceptions

survive,

These misconceptions can canainly not fully be attributed to le -k of differentiation

Jetsveen coiapts. For example: in item 8 there is a remaining dominant
miss nception of the existence of an upward force in the highest position of a stone

thrown upward. In this case there cannot be a confusion between force and velocity,

on kinetic energy, because the !atter variables are clearly equal tozero in the highest

position.

Therefore, apart from the need to clarify nebulous concepts, our data also r yet
the need to account for the existence of alternative preconceptions, such as the
impetus idea.

We analysed the answer patterns of the ppils, to see whether we could trace crucial

questions or groups of (mis)conceptions which determine to a great extent the total
test performance

First, we did a Principal Components Analysis to see Aft; iems can oe considered

as statistically belonging together. If we group the quesbzes which load on the same

factor with a value a 0 40, we can explain 44% of the variMion of thetest Si. by 5

factors; 7 factors explain 54% of the variation. I ,,waver, the hems whichaccording to

this analysis belong together, can not be interpreted as all corresponding to the
same physics conceptions.

Then, having in mind that the pupils perhaps reason consistently following

conceptions which are alternative to physics, we did the same analysis by now

entering the dominantly chosen wrong (in terms of physicis) alternative answers as

the beat options. Also in this case, however, did we not find groups of questions,

which can fully be associated in terms of referring to the same conceptions (either
ilatit or alternative).

Second, we performed an hem-rest analysis. Questions with a value higher than

0.20 can be regarded as representative for the test as a whole. The analysis resulted

1 0 11 4

in indicating 10 such questions, which are just the items where the correct answer

scores improve considerably as consequence of instruction, In other words, this

analysis does not provide us with additional information. The correlation item-rest is

presumably caused by the simultaneous effects of instruction on both of them.

Finally, we calculated the Cronbach alpha for an indication of the homogeneity of the

test. We did .ind an alpha value of 0.6. Maybe the low value is due to the fact that the

test covers a large number of conceptions in a relatively email number of questions. It

could also be that the test is simply too ddficult, in particular for pupils at low levels of

education, and that the low test scores do not allow a sophisticated analysis of the

answer patterns. However, it we distinguish the results for the subgroups of the test

Population separates'', we notice that the rtt values and the alpha values increase as a

iunction of instruction. For example, for the group with most instruction the va'ue of

alpha is 0.74 and the average nit values for the 7 preconception items and the 15

other questions are 0.41 and 0.23 respectively. Although, also for this group, the

scores for the preconception items are still very unsatisfactory, it terns oJt that these

questions are highly indicative for the total test performance.

It seems as if conceptual coherency and consistency comes in as result of a process

of instruction.

6. Test population in other countries

In the preceding sit tn we rsirce.er lalysis of a ,est administered to in total

162 students in Zimbabwe. F.;:" . ne test has also been administered to,

in total 259, students attending several ozience programmes in Lesotho, Indonesia

and The Netherlands. in the following we indicate the groups tested.

LESOTHO

The test was administered to all 118 students attending the so-called LESPEC

course in 1986. This programme is an intensive six-months course for upgrading

students in the field of science, after they have written the COSC 0-level examination

and before they enter into further science based studies (either at the National

University of Lesotho, or at professional institutions .se field of science teaching,

agriculture or technology). The LE?. EC students had been selected from all 3580

Lesotho students who wrote the COSC examination in 1985. Criteria for selection

are scores for science aptitude tests and the pupils' science teachers re-

commendations. So, in principle, the group tested represents the country's top-

pupils in terms of science ability.

1 0 0 5
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INDONESIA

The test was administered to, in total 77, students of the Universitas Kristen Satya

Wacarta in Salatiga. Java. The population cor...d.sts of the following groups:

- Students in the first year of the 2 year diploma programme (D2 students) which

qualifies them to teach mathematics and biology in tr a junior secondary school

- Students in the first year of the 2 year diploma programme (D2[P] students) which

qualifies them to teach mathematics and physics in the junior secondary school

- Students in the first and the second year of the 3 year degree programme (Si

students), which qualifies them to teach physics in the senior secondary school.

THE NETHERLANDS

The test was administered to, in total 64, students of the following groups:

- Forms 4 and 5 of the pre-university stream (VWO) of a secondary school

- Students of a 3 year diploma programme for certificate teachers in physics at the

teacher training college Hogeschool Holland (HH) in Amsterdam.

The average test results for the above groups are given in Table 3 below.

SUBGROUP MEAN STD DEV N MEAN AGE

Lesotho LESPEC 40 12 118 20

Indonesia D2 30 11 17 21

D2!P) 43 17 26 21

Si 58 18 34 21

Netherlands Form 4 46 19 20 15

Form 5 74 14 25 16

Ht I 74 20 19 21

13tia,: For groups of the test population in Lesotho, Indonesia and The

Netherlands the test results and the mean age (in years)

7 Cross counlizaeMMOSSin

in this section we will compare the results obtained in the Zirrib.. we study with the

findings of administering the same test in ot1,( countries (L escom, Indonesia, The

10c!6

Netherlands), as well as with indications from literature.

The first observation to be made in comparing the results of the 4 countries is that the

series of item mean scores are rather similar. Although the venous sene, of mean

scores have different absolute values, the structures of the series are reasonably the

same The value of Tuckers phi is greater than 0.90 for all cases of comparing two

sets of series, which indicates that the structures are similar. That is to say that, more

or less, the sr ie questions are relatively easy or relatively difficult to be answered in

all 4 countries.

In order to perform a cross-cou.itry comparison of test results, we have to take care

that the subgroups of the test populations which we compare have about the same

instructional background and motivational attitude towards physics

For that reason we have taken those subgroups which have taken physics to the

highest degree of specialization in the secondary school or which are being trained

as T. -isles teasers. This results in the choice of the following subgroups:

- Zimbabwe : Form 6P and BEd(physics) leacher students' (N-37)

- Lesotho : the LESPEC students with top scores in physics (N-50)

(N.60)

(N.44)

Indonesia : the subgroups D2(P) and Si

Netherlands the subgroups VWO Form 5 and HH

So, out of the total number of 421 students we have tested, we now are going to

compare a total o' 191 students. who have opted for a special training in physics

In Table 4 the results are given separately for the group of 7 questions (items no 2,

7, 8, 10, 12, 13, 17) which according to the Zimbabwe study apparently test pre-

conceptions beira most resistant to instruction, and for the 15 other questions which

are more corrigible by instruction

The table also shows the average values taken from the literature which is available

for 5 questions of the first group and 10 questions of the second group, namely:

Lie et al 1985, a Norway group of pupils in grade 3 of the upper secondary school,

age 19

McCloskey .1183, a USA group of undergraduate students

Vail Genderen 1983, a Netherlands group of pupils in Form 4 c' vW0 (the pre-

university stream of secondary education), age 16

From the table we can sea that a cross-country comparison of average scores

indicates much more similarity for the 15 questions refes:'ng to 'other mis-

conceptions', than found in the items related to 'strong preconceptions'. The mean

score for the correct alternatives of these 7 items is 22'4. in Zimbabwe compared

to about 56% in the Netherlands/liturature The !small) diverenCe behYeen the

average value for the Lesotho group and the Zimbabwe group could ba accounted

01 ?



for by the difference in level of instruction (which is about 5 units for the LESPEC

group and 7 to 9 units for the Zimbabwe top group in physics).

Mean % scores for

correct answers to

questions testing

Persistent

Preconceptions

Other

Misconceptions

Zimbabwe

Lesotho

Indonesia

Netherlands

Literature

22

16

34

58

54

67

53

59

81

70

Table 4: Mean % scores of the correct alternatives for the 7 items which, according

to the Zimbabwe study, test preconceptions resisting tutorial correction, and for the

::.'hor items, for comparable subgroups in the 4 countnes and the literature .

So we get the following pitNtre from a cross-country comparison. The mean test

scores for most items of the test that we administered are reasonably similar in the

various countries. However, for the subgroup of 7 items, which we traced in the
Zimbabwe study as being very resistant to change ty instruction, we find a different

picture. These preconceptions are more strongly present in Zimbabwe/Lesotho than

in The Netherlands/USA/Norway. The Indonesian results have values which are

somewhere between the two groups.

The most remarkable differences concern preconceotions relating to: frames of
reference (item 1), the 'impetus' idea (items 7, 8,13.) induced forces (item 12).

Now the question arises as to how crorscountry differences in the persistence of

preconceptions could be explained. There are, in principle, two possibilities.

a) Preconceptions are present to the same extent and depth everywhere, and

equally difficult to be changed by instruction.

Cross-country differences arise, because of the fact that the teaching strategy and/

or the school facilities do not allow for addressing these preconceptions in a similar

way, so that surviving chances of preconceptions are different.

b) Preconceptions are generated and maintained by sources and mechanisms, which

are outside the school environment. Tne persistence of preconception can be

different, if these sources and mechanisms are not the same in various

countries.Ths possibility we would like to elaborate somewhat in the following.

The question can be raised whether preconceptions have some connections with

more general pictures and images of reality which are prevalent in a culture. On such z

cultural-anthropological level differences between western and non-western countries

might be expected. One could think of the mechanization of the world picture which

tooK place in the seventeenth century in the West (Dijksterhuis 1961), and the total

different symbolic loading of concepts such as force (Tempels 1969) and time (Mbiti) in

a traditional African world. The question, however, is whether these deeper symbolic

layers will be actualized and mobilized by students when they have to answer concrete

questions on situations involving mechanics in formal education.

The mechanization of the world picture, as mentioned above, has been c radical

process. When in the seventeenth century Aristotelian science was replaced by

Newtonian physics 'substantial thinking which inquired about tie tru: nature of things,

was exchanged for 'functional' thinking, which wants to ascertain the behaviour of

things in their interdependence, with an essentially mathematical mode of expression'

(Dijksterhuis 1961, p.501).

"The thinkers of the Enlightenment abandoned the earlier concerns of philosophers,

the question of why (and the search for a final cause) and moved to the question of

how (and the method of causation)." (Heisenberg 1973, p.38).

The above pictures of reality are quite in contrast with explanations in a traditional

African setting, where e.g. force is seen Is the essence (inner nature) of an object

(whether animate or inanimate) and not as an accidontal quality. In studying Shona

cosmology Bucher considers 'power' as the root concept, and states: "Even when

power is thou, it to be immanent in inanimate matter it bears personal traits" Prosier.

1980, p.1'

We, howe could be careful in drawing conclusions, since, as Horton warns us:.

'Even tho antler with theoretical thinking in their own (western) culture have failed

to recognize its African equivalents, simply because they have been blinded by a

difference of idiom' (Horton 1967, p.50). Therefore, it is very much questionable

whether pupils from a western world (with a tradition of mechanizing the world picture)

are, for example, less prone to a preconception like the 'impetus' idea, than pupils from

a setting with a more or less traditional African world view.

We had interviews with Zimbabwean teachers and also raised the question as to how

they incorporated physics in r traditional setting. ..ne teacher told us that he often
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relates his examples in the physics lessons to traditional experience. He e g

compared the exerting of a force with the casting of a spell over somebody'. By such

an example, however, pupils are tempted to see force as an inherent quality of an

object, Instead of an external agent only.

In review articles on preconceptions it is argued that pupils construe meaningfrom their

direct sensory experiences occurring in the life world domain. Preconceptionsare then

considored as altemative frameworks constructed in this way into a symbolic domain,

where they compete with models and theoretical entities constructed by the natural

sciences.

However, in science education research literature it is often neglected that the

construing of the symbolic domain is also a cultural activity. In terms of physics an

alternative framework has legitimacy, if it can answer the how question of natural

events. However, preconceptions are part and parcel of a broader cultural outlook

where also the why question is addressed. This could explain why in a non-

western setting preconceptions are different or mom resistant to instruction than in

the west.

To put it in other terms, the develop'ients that have taken place in the west have

resulted in a two world model of symbolic domains: the world of the natural sciences

and the world of the spiritual values. Dig:wines which students in non-western

countries have with the particular thing called 'science', could originate from this

dichotomy. As Ladriere puts it 'The direct impact of science on culture does seem to

exist In setting the cognitive system apart from other systems, particularly the

axiological systems, and hence introduce into a culture a dualism or pluralism which

runs counter to its integrating ability' (Ladriere 1977, p.78).

The above considerations are somewhat speculative and cannot be tested easily.

'riowever, they should make it clear that cultural-anthropological data have to be taken

into account. before one could attempt to draw conclusions with respect to

preconceptions, on the basis of cross-country test results. Therefore, apart from

straightforwardly administering tests, efforts should be made to trace the character of

the arguments pupils use in explaining their choice of a particular alternative answer in a

test item. For many test items we asked for a written explanation. However, to really

probe the motives and arguments pupils have in their mind, the administering of the

test should be followed by more in depth interviews.

B. Conclusions

Our investigation has the character of a pilot study to give us methodological
e ;14 a r. as to ;wow questions on intuitive meas of pupils and preconueutions iii

1O 0

particular, could be handled in further research. In the following we will summarize our
findings.

a) In analysing the test results of the Zimbabwe test population, it turns out to be

possible to explain most of the variation of the test scores in terms of three variables:

the amount of instruction, 'ability', and sex. The first of these parameters, the amount of

instruction, accounts for most of the observed variation. The residual variation, which

is left over after the effects of the three variables have wen accounted for, is randomly

spread following the normal distribution. This suggests that no systematic effects have

been overlooked, in analysing the performance of the various subgroups in terms at

the characteristic parameters.

b) The main variable for explaining the observed variation of the mean scores, Is the

amount of instruction received. Now the relationship between total test score and

amount of instruction turns out to be linear. Also on the level of one test item and its

various alternative answers the relationship between mean score and amount of

instruction has a more or less linear character.

This finding is most important, becaust. it allows us to trace the Intuitive ideas of the

pupils, i.e. the conceptions they have before receiving any instruction in physics. It

there is a linear relationship of mean score and level of instruction, we can find the

dominant intuitive ideas from the intercepts as determined by linear extrapolation.

Also, the slope of the line provides us with a measure of the effectiveness of

instr, on. A hign slope means that the intuitive idea can easily be changed by

instru-tion. A small slope means that an idea resists tutorial correction. In this way we

can bring preconceptions to light, i.e. thoso ;ntuitive ideas wl.ich resist change.

So, by cutting across a range of levels of instruction, we have obtained a fruitful

methodological instrument to identify intuitive ideas and preconceptions of pupils.

c) Following the method indicated above we have identified 7 test items referrini, to

serious preconceptions, in particular: the 'impetus' idea, the idea of relating

movements to fixed frames of reference, and the problem of dealing with a force of an

induced rnaracter. The other 15 items refer to conceptions which are more corrigible

by instruction. For a cross-country comparison of test results those subgroups of the

various test population h:.re been examined which are comparable in terms of

instructional background and of motivational attitude towards physics.

The 7 items which we traced in the Zimbabwe study as referring to strong pre-

conreptions turn out to be also most difficult in the other countries as well as in the

literature. However, the difficulties noted in Zimbabwe and also in Lesotho, are much

more serious than those noted in The Netherlands and in the literature (concerning

western groups of pt.plis). Oil Lae other hartd, for Imo olncr t5 Urno across. countr;



comparison of mean scores indicates a reasonably great similarity in testnerformar.ces,

also when compared with the literature.

Now there are two possible explanations for the cross-country differences in the

persistence of preconceptions. Either: the teaching strategies in the various countries

are different in the way they emphasize conceptual thinking. Or: the sources and

mechanisms which generate preconceptions outside the school environment are

different in character and/or degree.

In order to shed light on these most difficult questions, information should be obtained

on the class room situation, the teaching strategy and the teaching materials. Also, the

problems met by the pupils should be probed more in depth by interviews. And,

finally,data on the level of cultural ant' ;pc:stogy should be collected, in order to see

whether preconceptions have sor a connections with more general pictures and

images of reality which are prevalent in a culture.
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In Class Methods for

Getting at Student Misconceptions

by Sheila Tobias

Department of Political Science
Univ. of Arizona-Tucson

In recent years, there have been a number of important efforts

made to get at student misconceptions in science and mathematics'.

The research has indicated that students bring with them models

of the universe that, because they are so deep-seated and so

necessary to their feeling comfortable with their world view,

remain entrenced even after new information and new conceptual

models are offered.

My work builds on these observations but extends the notion of

"misconceptions" to more mundane confusions that emerge in the

classroom setting and in the reeding of science and mathematics

textbooks. Moreover, in addition to contributing to the growing

bojy of recognizable "error patterns", I seek to empower students

to find out for themselves what is making the subject difficult

for them to grasp pe sonally and immediately; also how they

can take control, i.e., make the subject more accessible. In

this brief resume of my efforts, I shall detail four techniques

that are currently being tested for their utility in ferreting

out difficulties in learning.

1. The Comfort/Non-comfort Zones

My work in "mathematics anxiety" initially began in an effort to

identify the reasons that "otherwise intel:igent and school-

successful students" had a task-specific disability in mathema-

tics.
2

Hence, from the outset, we were dealing with students

who had at least one area -- a "comfort zone" -- in which they

studied efficiently and well. It was our task to dissuade them

of the prevailing view that they were "t 'alb in math" (or

science) congenitally and to get them to think of their problem

as partially self-imposed. In various settings of "math anxiety

.10;4

reduction" interventions, students were instructed in how to

monitor themselves while working at mathematics in contrast to

how they approached and dealt with problems in their "comfort

zone." Math, we hypothesized, was for them a "non-comfort zone,"

and needed to be treated as such.

The technique involved nothing more complicated than keeping a

journal of the time, the circumstances and the internalized

emotions they experienced in doing mathematics in contrast to,

say, writing a paper (which most of these students did very well

and with pleasure). Eventually, they would return to the math-

anxiety discussion group with details as to how they were dis-

serving themselves in handling mathematics (and science); and in

time, comparing their strategies in the one area to their lack

of strategies in the other, they could devise for themselves new

ways of working. This entailed noticing, for example, that a

mathematics or science text needs to be approached differently,

and in my new book, Suceed with Math,3 I devote an entire chapter

to the subject of "Reading Math." The process also revealed that

student3 who have particular difficulties in a certain discipline

will set higher standards for themselves than elsewhere. Getting

a pretty decent "first draft," in three hours, for example, would

give them a feeling of satisfaction;. "Making a little headway"

in math in the same amount of time, would not. Reviewing,

revising, learning to be critical of their own thinking and work

was part of the process. We consider it to have been a success.

2. The Divided-Page Exercise

Another device, more focused on the math or science problem at

hand, we called "the divided- page exercise" and by means of this

attempted to get students to "tune into their own negative feel-

ings, negative self-statements, and confusions" and tried to make

them independent of their teachers and more precise in posing

questions when they did need help in ;,lass. The left side 04 the

page was reserved fo' "thinking out loud," including (r.evef ex-
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cluding), what might seem "irrelevant' to the teacher. The right

side of the page was reserved for straight forward laying out of

problems, sketches, and calculations. While the initial "divided-

pages" were filled with emotional detritus, in time, students

began to focus, rather, on posing and answering two questions of

themselves: 1) What is making this problem difficult for me?

2) What could I do to make it easier for myself? We believe that

this learn0 self-monitorinl contributed substantially to their

1earn4ng to recognize their own error-patterns and to correct

these.

3. Peer Perspectives

In time, I came to realize, being myself an outsider to he field

of mathematics and science, that some of the perspectives of an

adult-observer could be of use in ferrei.ing out student misconcep-

tions. In turning to the physical sciences I set out to answer

the question: What Makes Science Hard?4 And to operationalize

that question, selected groups of highly educated, very confident

newcomers to science, namely professors in the humanities, the

asts, social science and even law, to attend artificially designed

learning experiences in physics, mathematics and, soon to come,

hio- and physical chemistry. Again, the divided-page format was

used to encourage these "Peers", as I called them (since in every

way except newness to the fields, they were peers of their instruc-

tors, to note as they attempted to learn what was being presented,

what -- .171 as much detail as was possible -- was getting in their

way. From these reports, detailed elsewhere, came observations

having to do with use of language, ambiguities in demonstrations,

relations between abstract and concrete examples, the uses of

mathematics in science, and so on. I am now attempting to use

Peers at lower levels of education (graduate and advanced uncler-

graduate students) and to extend the experiment to more subjects.

I also believe that Peers ci be of some use in critiquing exist-

ing textbooks since texts for those wno are not majoring in

science very often represent a barrier to understanding rather

than illumination.

4. The "Muddiest Issue" Technique

Another approach, using students themselves, has been attempted at

Harvard University by Prof. Fred Mosteller, in his introductory

statistics course. About once a week, Mosteller asks his students

to describe -- anonymously -- the "muddiest issue" covered in that

week of lessons. From these "muddy issues," he selects those

frequently mentioned and prepares specific hariouts to deal pre-

cisely with the problems raised by students. in addition to get-

ting invaluable feedback as to how students are faring in the

course (between examinations), Mosteller's assignmehc gets them to

think constructively about their own misconceptions. A collection

of his "muddiest .iies" and those of instructors in other sub-

jects would, I believe, provide a very valuable addition to any

instruc.r's resource library. For, while no two students are

exactly alike, "muddiness" most likely resides not entirely in

the learner but in the subject matter itself.

None of these experiments is systematic. Nor are the designs

sufficiently controlled so that we who do them can bring any

more than anecdotal evidence to bear on the subjects we observe.

However, they have a valuable oval function (to summarize): They

provide classroom-based specific feedback. They give students

the opportunity and the experience in identifying and then trying

to unravel their own misconceptions.

I offer them to this conference for your consideration.

1. A good bibliography of research into misconceptions is
appended to an article, "Inquiry in the Mathematics Classroom"
by Jeremy Kilpatrich, published in Academic Connections, by the
Office of Academic Affairs, The College Board, 45 Columbus Avenue,
N.Y., 10023-5917.

2. See Overcoming Math Anxiety. New York: W.W. Norton, 1978; in
paperback, Boston: Houghton Mifflin, 1980.

3. Succeed with Math will be published by The College Board in
September, 1987.
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4. See "Math Anxiety and Physics: Some Thoughts on Learning

'Difficult' Subject," in Physics Today, Vol. 38, No. 6, pp. 61-66.
Also "Peer Perspectives o" the Teaching of Science," in Change
Magazine, March-April, lc .6, pp. .56-41. Also, "Colleges Ask:
What Makes Science Hard?", N.Y. Times, fty 13, 1986, p. 17. Also,
"The Frustrations of a College Physics Class: Some Professors Get
to Experience It Again," in The Chronicle of Higher Education,
October 15, 1986. p. 18.
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I. Introduction

This paper reports on a study of the ability of

novices to rio.:uze written explanations of physical

situations. TLe study was part of a multi-faceted project

conducted to explore differences between expert and novice

problem-solvers .n physics, and to test whether a particular

computer-baled regimen can help nurture more expert-like

behavior in novices. The major features and results of the

broader project are described in a companion paper to this

one (Dufresne et al., 1987, in these Proceedings). Included

are descriptions of the computerbased problem analysis

environment being tested (the Hierarchical Analysis Tool,

referred to below as HAT) and a control analysis environment

(the Equation Sorting Tool, or EST). Relatad results are

reported in a second companion paper (Hardin= et al., 1987,

in these Proceedings). Here we report the outcomes aad

implications of a written explanation .ask administered to

novices before and after an extensive period of interaction

with the problem analysis environments. Some preliminary

results of this WUCA have been reported previously (Touger

et al., 1986, 1987).

A. Knowledge Structures Underlying Problem Solving and

Explanation

Before considering how written explanations might

change, it would be helpful to consider those charac-

teristics widely thought to distinguish expert from novice

physics problemsolvers.

1) Structure of memory: Experts store physics

knowledge hierarchically, with fundamental concepts at the

top of the hierarchy and specific equations and facts at the

bottom. Novices, in contrast, tend to store k^owledge

homogeneously (see, for example, Reif and Heller, 1982).

Some researchers (Ferguson-Hessler and de Jong, 1987) argue
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that, at a stage where mastery of abstract concepts at t",-,e

top of a hierarchy might still be limited, organization of

knowledge by more concrete problem types or problem schemata

may characterize successful novice problem solvers.

2) Relationships among concepts: The expert

knowledge store tends to be dense and rich in

interrelations, that of the novice sparse and poor in

interrelations (Chi aLd Glaser, 1981).

3) Categorization: Experts tend to categorize

problems by fundamental concepts, whereas novices tend to

categorize problems by surface features (Chi et al., 1981).

4) Solution strategies: Experts tend to solve

problems by strategies that begin with pzinciples at the top

of the hierarchical knowledge structure and proceed through

levels of increasing specificity in order to select the

equations needed for solution. Novices, in contrast,

typically hunt nor squat' ns by a "house of mirrors"

approach.

5) Procedural knowledge: Th* factual knowledge of

expo is is rendered useful by extensive procedural knowledge

whl,a nc ices tend to lack. Hestenes (1987) views "mastery

of various modes of external knowledge representations"

(e.g. equations, diagrams, graphs), and presumably the

development of interrelations among them, as "essential to

the development of physical intuitioa." Other recent work

(Larkin and Simon, 1987; McDermott et al., 1987) has also

stressed the importance 'f establishing a clear

connect:dness for particular representations.

6) Explanations: Experts tend to give coherent

explanations of physical situations, wh.sreas novices, as a

rule, art notoriously poor explainers.

The HAT is an environment ii; ended to b-ing to bear

on a given problem the hierarchicallf strurtured approach

typical of the expert. Using the HAT, the subject attempts

to delimit or categorize the problem to be solved by

selecting the governing concept(s) and specific conditions

1021

that apply from a hierarchically ordered sequence of menus.

A suitable sequence of menus and choices for a problem

involving conservation ox energy is shown in Figure 1. The

EST, in contrast, simulates the hunt-and-peck approach

presumed typical of novices. Presented with a problem, the

EST user selects variable names, phvqics terms, or problem

types, is then p.sented with a list of equations associated

with the selection made, and must in turn decide which

equations are applicable for solution.

While the bulk of recent research on expert-novice

differences in the domain of physics has focused on the

solution of numerical problems, the ability to explain

physical situations is cle-rly an important aspect of

expertise. This suggests it might be profitable to look

more closely at novices' written ex, anations of physical

situations and 31C7 they might change if the novice's

knowledge-store becomes more structured as a consequer:e of

using the HAT.

Specifically, it seems reasonable 'o expe t that the

physics expert draws on the same hierarchical organization

of knowledge elements in formulating strategies both for

generating coherent explanations and for correct and

efficient problem-solving. This view is supported by a

f nmai analysis of learning strategies proposed by Brown et

(1978), which indicated that a kind of means-end

anai,sis is common to botn 'problem solving and understanding

stories or narrative. The hierarchical structure used by

the expert problem-solver, in this picture, would be a

particularly efficient way of proceeding from governing

concepts down through intermediate goals to a desired end,

namely. a correct solution. 'What is common to problem-

solving and understanding narrative should also be en aspect

of strategies for constructing or organizing narrative

which in the domain of physics typically means explanation.

In less formal work consistent with this view,

Kirkpatrick and Pittendrigh (1984) taught undergraduates a



general hierarchical structure for physics explanations in

order to improve the explanations that they wrote, and

Grumbacher (1985) reported that high school students who

write regularly about physics also perform better by more

usual measures. Viewed in this context, the HAT study

appeared to afford u unique opportunity to consider the

active use of a well-defined hierarchical organization of a

specific domain (classical mechanics) by novice subjects,

and to explore its relationship to or impact on the

explanatory ability of these subjects in the same domain.

B. Categories of Explanation

A further objective of the explanation task was to

categorize novice physics explanations. The experience of a

pilot study led us to believe that the explanations written

by studen% subjects would fall into four broad categories,

with sow hybridization among them:

1) Formula-driven: Explanations of this type

typically begin with an array of equations that apparently

come to mind in response to a given questi The

subsequent narra'4ve may or may not make use of these

equations.

2) Qualitative /Intuitive: These explanations

discuss the given set-up is real world terms. Phrases like

"impact", "slowing down", and "not going ss far" predominate

over more formal physics language.

3) Qualitative/Physics-ese: Explanations of this

type use formal physics terms in ways that suggest the user

has not fully mastered the concepts represented by the

terms. At -olst, the terms may be embedded in inappropriate

locutions (e.g. "hits with a force") or may be inappropriate

to the given situation.

4) :' ierarchical: These explanations clearly identify

relevant governing concepts and use them in relatively

structured ways, such as identifying initial and final

states when conservation of energy is involved. At best,

1023

they involve integration of mathematical and visual

representations with relate° narrativ,

We expected to find a high frequency of formula-

driven explanations. This assumption about how novices deal

with explanations is related to the assumption, underlying

the design of the EST, that novices usually solve problems

by a kind of hunt-and-peck approach that is surface-feature

and formula-driven. In contrast, one might expect that

after using ,he HAT, subjects might produce a greater number

of hierarchical explanations.

C. Contexc Dependence

Explanation tasks can also be of interest insofar

as they afford the subject treedom in the choice of

variables to be considered and concepts co be applied.

Whether or rot a subject invokes a particular variab a or

concept in various contexts provides insight into the degree

of connectedness nr generalizability that the concept or

term may have in the subject's knowledge-store. In a broad

sense, the range of applicability of a term is an essential

part of its meaning to :.he individual. The work of Rosch

(1977) on categorization provided cross-cultural w.idence

that common semantic noun categories (such as "bird" or

"furniture") are organizeu around perceptually salient

prototypes for the categories, and that membership in a

category is determined by a kind of semantic distance from

that prototype in terms of co-occurrence of attributes.

(For instance, if the prototype bird were robin-like, a kiwi

or a penguin might be a weaker candidate for inclusion in

bird-dom than a sparrow because it has :ewer salient

features in common with a robin.) We suggest that for the

more abstract noun categories, i.e. concepts tuch as "force"

and "energy", which form the working vocabulary of physics,

the cortexts in which a concept is applicable are important

attribut..1 and are part and parcel of its semantic content.

In the ex,,lanation task, we expected that novices would
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apply concepts in a more restricted range of contexts than

would experts, making those concepts less rich in meaning

for the novice en.: thus ass appropriate for superordinate

placement in a hierarchical structure.

D. Misconceptiors

Much hhs been written elsewhere about students'

misconceptions in the domain of mechanics (see, for example,

such bibliographies as Maloney, 1985, Pfundt and Duit, 1985,

and Dykstra and SchrJeder, 1987). The explanation task

provides a further opportunity to seek evidence of

misconceptions_ and also to sec what effect those

misconceptions may have on whether students consider

particular variables or invoke particular concepts.

II. Method

A. Subjects

Participating subjects were University of

Massachusetts undergraduates who had taken either of two

first semester physics courses for majors or for engineers

(both mainly mechanics) in the previous semester and

received grade of B or above. A total of 42 participants

were divided into three equal groups: HAT users, the control

group of EST users, and a second control group of textbook

users. All particip- uid both the pre and post

explanation tasks. of the subjects were selected to be

interviewed about their explanatiors after the completion of

all testing. Those intErvie'ad were chosen because their

explanations exhibited features that were recurrent in the

total population of subjects. (An additional 3 HAT users

and 4 EST users completed a pilot study the previous summer.

In the pilot study, all subjects were interviewed about each

explanation immediately upon its completion, but the larger

size of the sub:e.:t population for thu main study prohibited

more comprehensive interviewing. Data from the pilot study

1 1.?; t-3.

will b. included only when correlations with effects of the

problem analysis environments are not at question, since

exposure to those environments was less extensive in the

pilot study.)

B. Procedures

Subjects were recruited from the previous

semester's physics classes on the basis of grade, and were

paid $50 for ten hours of participation over roughly a five

week period. Five hours of this time was spent so -ing

problems using one of the problem analysis envirc ,eents

(HAT, EST, text). The same 25 problems were done by all

subjects. Explanation tasks (see Section C, below) were

administered to all subjects before and after this problem-

solving phase. Pre and post problem-solving exams and

categorization tasks (see Dufrerne et al.,in these

Proceedings) were also administered to all subjects.

Subjects agreeing to a final interview were paid $5 for an

additional half hour of their time.

C. The Explanation Task

The explanutioa task given to the novice subjects

involved three questions requiring explanations of physical

situations. Each question presented the subject with a

physical set-up And asked the subject to explain what

happens when a particular change is made in the set-up. The

questions are shown in Figure 2. (The governing principles,

not presented to the subjects, are indicated in the figure

for the con,en: nce of the reader.) In each question, the

subject must decide which variable or variables to address,

and what concepts to apply. The general instructions

d17....ted the subjects to write out explicitly the reasoning

by which they reached their conclusions. Since subjects were

not directed to solve for a particular variable, tho

inclusion and use of equations in the explanations was

entirely at the subject's own discretion. The subject was

1



allowed up to a half hour to complete three such written

explanations, and the tuna for each response was recorded.

As Figure 2 shows, two sets of questions were

administered. Each subject responded to one set of

questions before using the problem analysis environment and

the other one after., Half of the subjects in each of the

three groups did Set A first, while the others did Set B

first. Two questions in Set A were paired with related

questions in Set B. In each pair,the same set-up was

considered in both questions, but the variable affected by

the change differed.

D. Analysis of Data

To avoid bias, all analysis of the written

explanations was done before consulting project records to

see which subject had used which problem analysis

environment. For each written explanation, a detailed

evaluation form (Figure 3) was comp2tc'. The evaluation

criteria addressed in the form beca- ) the basis of much

the subsequent data analysis.

Prior to considering these 'orms in detail, an

attempt was made, based partly on the information in the

forms and partly on a prima facie reading of the

explanations, to assess the degree of pre- to post-task

improvement of each subject on a coarse-grained 0 (none) to

3 (a great deal) scale along each of several dimensions.

These included use of higher order concepts, overall

organization, use of equations, use of physics vocabulary,

presence of misconceptions, and ratio of volume oritten to

time spent on task.

A more refined measure was developed for the level

of use of one particul - higher order cone, , energy, which

was addressed frequently enough by subjects to afford an

adequate aegis for statistics' analysi-. The measure

(hereafter designated as Level of Concept Use, or LCU)

consisted essentially of the sum of the n.merical entries in
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the Energy column of Figure 3, modified by the elimination

of the first two items in the column and the inclusion,

where relevant, of questions about an intermediate state

parallel to those about initial and final states.

A croup -by -time analysiz of variance was carried out

to see whether the pre- to post-test change in LCU differed

significantly among the three groups of subjects. In

addition, a correlation analysis was performed to see

whether there was any significant correlation between pre-

to-post changes in the LCU and changes in subjects' scores

on problem-solving exams administered before and after use

of the problem analysis environments. Also, subjects were

divided into quadrants by amount of pre-to-post change in

LCU, and th. average pre-to-post change on the problem-

solving exam was compared for the different quadrants.

Other facets of the expllnation tas' were considered

as follows. Using items in the evaluation form as a guide,

an attempt was made to classify each written explanation

according to the classification scheme proposed i the

introduction (formula-driven, qualitative/intuitive,

qualitative/physics-ese, or hierarchical). In addition,

compilations were made of the frequencies with which

different variab as were addressed and different concepts

applied in response to each question. Final:y, evidence of

misconceptions was also compiled.

III. Rerults and Discussion.

The results of the explanation task fall into fc

broad areas, which are addressed below in the same sequence

as in the introduction, i.e. (A) relationships between

hierarc'cally structured problem solving and structured

explanation, (B) categories of explanation, (C) context

dependr :e of variables considered and concepts applied, and

(D) evidence of misconceptions and their effect on the

aforesaid context dependence.
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A. Hierarchical Organization and Explanation

We first consider the matter of whether extensive

active involvement with a hierarchical structure (the HAT)

of a domain has any effect on the novice's explanations in

that domain. Our prima facie examination of whether

subjects' explanations showed pre-to-post improvement in

each of several dimensions indicated that differences in

improvement among subject groups undergoing the different

treatments (HAT, EST, and text) were greatest for the

dimension of "use of higher order concepts." Of 14 students

in each group, 9 HA' users, 6 text users, and 3 EST users

showed some improvement, but the differences were not

statistically significant and the criteria admittedly vague.

This led us to focus on energy as the higher order

concept most widely applicable and most widely applied to

the questions in the explanation task, and to develop the

LCU (see Section II: Methods) for that concept. We then

applied it to those questions (Al, A3, B2, B3) fo: which

significant numbers of students considered energy.

The data presented in Figure 4 show that overall,

the HAT users show the best pre-to-post change in LCU, the

EST users the worst. A group-by-time analysis of variance

showed that the differences in a three-way comparison are

significant at the p .05 level. Differences in a two-way

comparison between HA and EST users are significant at the

P .035 level. In other words, the explanations of HAT

users improved in their structured use of energy

considerations 'o a significantly greater degree than did

the explanations the other two groups. The EST users, in

fact, showed a general tendency to decline. Textbook users,

who were at liberty to use the textbook in either a

structured or a house-...f-mIrrors fashion, not surprisingly

fell in between.

Some further comments on these data are necessary.

Because subjects coula approach A3 fully &.id Al and B2

partially correctly without consi ing energy, it was

possible for a subject with some grasp of energy ideas to

apply energy to a pre-test question and not to the paired

post-test question, thus showing a negative change in LCU,

whereas a subject who did not consider energy before or

after would show zero change. This accounts in part for the

negative values in the data of Figure 4. This effect is

greater than one -4ould have hoped because A3 and B3 were not

intended as parallel questions, and because the deep-

structure parallel between Al and B2 was broken for tome

students by surface-feature-dependent considerations

(discussed in Sectiot IIIC below). One might expect that

with test questions more carefully paired to account for

those considerations, an even greater level of statistical

significance could have been achieved.

We suspect that these considerations are also the

major reason why we found no significant overall correlation

between improvement in the LCU for energy and pre-to-post

improvement on the problem-solving exam. Nevertheless, as

the data of Figure 5 show, students in the quadrant showing

the greatest increase in LCU also showed much greater than

average improvement on the problem-solving exam. This

suggests there may be some connection between improved

problem-solving ability and more extensive and structured

use of at least one far-reaching higher order concept,

energy.

B. Categories of Explanation

In attempting to categorize subjects' written

explanations according to our proposed ,lassification

scheme, we founu that many explanations could not b., readily

class4fild, and that other explanations fell into more than

one category. Nevertheless, most explanations could be

categorized by this schema, and some patterns are ev'dent in

the frequency data (Figure 6). Of 253 explanations, 31%

were formula-driven to a significant degree. Fxit

interviews indicated that this figure would have been higher

, ,



but for subjects' inability to recall formulas. Only

quantitative/intuitive explanati^na ::are as frequent. This

was consistent with our expectations, and corroborates the

ssumption inherent in the design of the EST, that novices

tend to be formula-driven in their approach to problem

solving.

Subjects were most hierarchical in their

explanations on questions (A1,B3) where they were most

readily able to apply energy considerations. They were

least hierarchical and most formula-driven on those

questions (A2, B1) that they tended to treat kinematically.

Frequently, subjects wrote down equations and then

wrote narrative that did not refer back to the equations.

Follow-up interviews indicated that the equations

represented a kind of initial memory search. In some

instances the narrative was loosely motivated by the

equations, while in other cases, the subject simply could

not apply the equations to the question asked. Diagrams

were sometimes treated in a similar manner: force diagrams

or sketches of trajectories were set down at the beginning

and then not integrated into the subsequent narrative. This

seems to be evidence of the lack of interconnectedness If

the novice knowledge store, and in particular of the lack of

interconnectedness among different representations.

Subjects who failed to integrate equations with

narrative were sometimes uncomfortable with the question

format because it did not ask for specific variables. One

subject who began by "sort of doodling, just trying to

remmber different formulas... that had variables that I was

looking for" was puzzled by the fact that no values were

provided for the variables so that she could plug into an

equation to generate an answer, as had been the accustomed

situation in her course exams. At one point she comments,

"You have to think about the time also, and those are things

that weren't given... I knew what affected it but they

weren't given so I didn't know how to correlate what was
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given. On that one [a projectile motion situation] I

thought about the velocity but they didn't say anything

about time... and the equati'n there [she had written

s v
o
t + 1/2 at

2
] had a variable t in it."

For this student, as foe others, the way to deal

with a physics problem was to find suitable equations to

connect the value of an unknown variable with given values

of other variables. One could then work wholly within the

mathematical representation, without thinking of it as a

model for or connecting it wholly with the actual physical

situation. What we see here is an attempt to carry over

this approach from problem-solving to explanation, clearly

without success.

C.Context Dependence

As noted in the introduction, the assumption that

novices' knowledge stores are less dense and interconnected,

and their noun categories (in Rosch's sense) less inclusive

than those of physicists, led us to expect that novice

subjects would consider variables and apply concepts in a

range of contexts that would seem restricted to a physicist.

The open-ended aspect of the expIP ition task questions did

indeed elicit considerable evidence of such context

dependence. Several of the questions asked how changing a

feature of the set-up "affected the motion of an object,"

leaving the respondent to select the specific variables to

address. As figure 7 indicates, the choice of variables was

clearly situation-dependent.

For the first situation depicted in Figure 7, there

was a greater tenden-y on the pre-task to focus on the

velocity of the block in the rough region than on the

distance it travels (the post-task results are addressed

below). In contrast, on both pre- and post-tasks, subjects

showed a much greater tendency to focus on the distance

traveled by a projectile fired from a cliff than on its
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velocity at any point, such as where it strikes the ground.

This tendency was reinforced, in the case where the cannon's

angle of elevation was varied, by the fact that many

subjects recalled the well-known problem of finding the

angle that maximizes the range, but the contrast persists

when height rather than angle is the variable. Despite the

fact thrt both set-ups can be address d by energy

considerations which interrelate distance and velocity,

subjects tended to focus on oae variable or the other,

depending on the situation, and as the data show, only very

infrequently did they address both.

This focus on a particular variable can be changed

by exposure. One of the problems assigned for solution

using the problem analysis environments (main study only)

specifically asked subjects to calculate the distance a

block travels over a rough surface before stopping. This

accounts for the striking change in variable focus from pre-

to post -teat (main study) on the first situation in Figura

7.

It is also interesting to note the high percentage

of students who focused on the "impact" (a word several of

them in fact used) and thus addressed velocity in the last

of the situations shown in Figure 7. From an energy point

of view this is an intermediate state, but as the interviews

corroborated, for most novice subjects the "impact" was the

most salient feature. It seems clear from these instances

that subjects' variable choices are dependent on the surface

features of the problem, or perhaps from the Ferguson-

Hessler and deJong point of view, on the problem type,

although it is not clear tG what extent, if at ail, these

are distinct or separable dependences. In any event, these

observations seem to indicate that the assumption that

novice approaches are surface- feature driven, made with

regard to problem-solving in the design of the EST, seems

applicable to explanation as well. This fits with the

inference from Brown at al., that explanation and problem-

solving performance will draw on the same knowledge

.tructure.

What concepts subjects apply in their explanations

was also found to be situation-dependent. Consider the last

situation depicted in Figure 7. On paired pre- and post-

task questions, subjects were asked in one case to explain

how the block's motion is changed if h is changed to .5h,

and in the other case if the set-up is switched from the

earth to the moon. From an energy point of view, the two

questions are identical except that in the gravitational

potential energy mgh, h is being varied in one case and g in

the other. However, of 20 subjects who used energy concepts

in explaining the h-dependent situation on the pre-test,

fully 30% (6 subjects) abandoned energy concepts completely

in explaining the g-dependent situation on the post-test,

preferring instead to focus on considerations related to

Newton's Second Law. A few others invoked energy concepts

on the post-test only after treating the situation

dynamically, and the energy treatment in these cases tended

to be less full than on the pre-test. There were recurrent

indications in subjects' written and oral comments that a

specific reference to h prompted thinking about potential

energy. A reference to g seemed rather to prompt thinking

about acceleration.

Even students' use of language was situation-

dependent. Many subjects talked egplicitly about

"acceleration" in reference to the gravitational situation.

But of the subjects who considered as a variable the rate at

which the block slows down on the rough surface, only 3 out

of 15 (2 of 8 pre, 1 of 7 post) used the word "acceleration"

(or even "deceleration"). The rest chose to use language

like "slows down faster" despite the fact that many of them

were perfectly capable of using the word "acceleration"

correctly in other contexts.

Rosch's ideas about categorization appear relevant

here. Gravitation seems 'loser to a prototype acceleration



situation (at least for descending objects) than does

slowing down on a rough surface (and very likely, closer

than any negative acceleration). Situations in which h

varies seem closer to prototype situations for consideration

of gravitational potential energy than do situations in

which g varies. Thinking of concepts like "energy" or

"acceleration" as categories, it would seem that students

vill most readily cone to grasp the full extent of a

category by repeated exposure to sufficiently diverse

instances that press the bounds of the category. Initial or

early exposure to the gravitational potential energy mgh

should involve instances where each of m, g, and h is

varied. That exposure can affect a student's view of when a

concept is relevant is evidenced by the pre-to-post-task

change we saw in students' consideration of distance

traveled in the first situation of Figure 7.

D. Misconceptions

Several recurrent misconceptions held by subject

about mechanics were disclosed by the explanation task.

Those discussed below are possible addenda to the ever-

growing catalog of student misconceptions documented in the

literature. We will also note how each misconception bears

on subjects' choices of what variables to consider or

concepts to apply.

I) For the projectile question in which the firing

angle is changed, many subjects, either in their written

answers or the closing interviews, expressed the belief

that for greater angles the cannonball strikes the ground

with greater velocity. Several subjects reasoned that

because the ball rises higher, it acquires more potential

energy, and thus would ha;e greater kinetic energy upon

striking the ground (neglecting the fact that when the angle

is increased, the horizontal component of velocity and its

contribution to the kinetic energy are reduced). Others

reasoned that since the ball rose higher, it would have more
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time to accelerate downward and would achieve a greater

speed. In both lines of reasoning the horizontal situation

is neglected in the end, even where component reasoning is

used to obtain the initial vertical velocity component.

Thus we cannot assume the invariability of impact velocity

with angle to be the reason why very few subjects addressed

impact velocity for this question. Subjects' variable

choices for the parallel case in which h is changed also

oelie this'. Rather, we seem safer in assuming that students

do not focus on the impact velocity because they do not see

the collision with the ground as a salient feature of the

given situation.

2) The existence of another rather surprising

misconception, this one involving the block sliding onto a

rough surface, was verified by following up in the closing

interviews on such ambiguous written statements as "the

block slows down in the rough region." Although ',his could

mean that the block slows down monotonically to zero

velocity, as a physicist reader would likely assume, it

could also mean that it drops stepwise from a greater

constant velocity to a smaller constant velocity. Rather

surprisingly, two interviewees asserted unambiguously that

the latter was the case, and that the block did "not

necessarily" stop. Recall that this was after subjects had

been exposed to a problem specifically asking for the

distance traveled in such a set-up. Clearly, subjects

harboring such a misconception would fall into the group

addressing velocity but not distance. Also, this occurrence

serves as a strong reminder that language used in exchanges

between novices and experts does not necessarily have the

same meaning for both parties.

3) The concept of "impact", also going by the names

of "force" and "mome.ltum", but without the physicist's

meaning, was noted previously. In several cases it was

clear that this was an instantaneous concep', as distinct

from the physicist's concept of impulse over an interval.

10,6
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Interestingly, in questions involving a block sliding down a

ramp onto a spring, this impact was frequently a central

focus, but as we have noted, in questions involving a

projectile fired from a cliff the impact of the projectile

on the ground is largely ignored. The surface aspects of

the situations predominate over the fact that both are

situations involving an object losing gravitational

potential energy and gaining kinetic energy.

Numerical frequencies are not presented for these

misconceptions because often their existence was only

verified unambiguously either by follow-up questions (in the

pilot study) or in selective interviewing (in the main

study).

IV. Summary

The administration of a written explanation task to

novice physics problem solvers before and after use of a

hierarchically structured computer-based problem solving

environment has yieldcd a diversity of findings about

novices' explanations of physics situations. These findings

have been considered in tha context of a theoretical

overview in which (1) in compar4son to experts, the novice

knowledge-store for a domain is viewed as sparse, with a

paucity of interconnections, including interconnections

among different representations, (2) the novice knowledge

store lacks the hierarchical structuring of the expert's,

(3) novice noun categories in the domain have a smaller

experientia3 base and are generalizable to fewer instances,

and (4) an individual draws upon the same knowledge store

and structure both in problem-solving and in explanation in

the domain.

Consistent with this overview, we found:

1) that exposure to a hierarchical structure does

lead novices to use at least one higher order concept,

energy, in a significantly fuller and more organized

fashion.

2) that while there was no overall correlation,

those students showing greatest improvement on the

explanation task also averaged well above the mean

Improvement on the problem-solving exam.

3) that student explanations frequently reflect the

formula-driven and surface-feature-driven apprcrxhes which

we (and the design of the EST) assumed characterizes novice

problem solving. This assumption is based both oa

experience and a view of the novice knowledge-store as

lacking in hierarchical structure. The tendency to call up

equations and diagrams from memory and then not use them is

consistent with a lack of interconnectedness among

representations.

4) that context, shaped by the surface features of e

situation, strongly affect what variables novices consider

and what concepts they apply in their explanations when

given the latitude to do so. This is consistent with the

notion that novices' noun categories are less inclusive and

cannot as readily assume superordinate positions in a

hierarchy of concepts.

5) and that novices hold misconceptions which affect

whether they will consider a variable or concept in a given

context. Insofar as applicable contexts are attributes of a

noun, and thus part of its meaning, the misconception may

give the variable or concept a different or more restricted

meaning than it would have for the expert.

We feel that consideration cf novice explanations is

a fruitful approach to the broader task of seeking

understanding of the novice and expert states Lad the

potential ways of generating transitions between them. In

further studies, we intend to examine expert performance on

similar tasks, and to compare novice responses to prepared

explanations in the different categories that we identified.
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SETA sEr B

A block of mass m, initially at rest, slides down a
frictionless ramp from a vertical height h onto a
light spring of force constant k.

k

(ENERGY (and Dynamics
in Part)j

Explain any changes in the behavior of this setup...

Al... when the block is
released from a vertical
height of .5h rather
than h.

B2. . if it takes place on
on the moon rather than
on earth.

A cannon sitting on a cliff of height h fires a
cannonball of mass m with a muzzle speed v0 at an
angle above the horizontal.

?N- (KINEMATICS,
ENERGY)10- ',11 h

Explain as precisely as you can how increasing...

A2... the angle e will
affect the subsequent
motion of the cannon-
ball.

.A3 A block of mass M
across a smooth floor
at velocity v, then
enters a rough region

v (DYNAMICS,___-*
ENERGY)

Explain how increasing
coefficient of friction
affects the motion of
the block in the rough
region.

Bl... the height from h to
2h will affect the subseq-
uent motion of the ...ball.

B3 A bullet of mass m
strikes and embeds itself
in a block of mass M hanging
from a string. Explain any
changes in
the behavior (MOMENTUM
f the system ENERGY]
if... on the
oon rather
han on earth.

FIGURE 2: THE EXAMINATION TASK QUESTIONS
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Investigation of Student Difficulties
with Graphical Representations in Physics*

Emily H. van Zee and Lillian C. McDermott

Department of Physics, University of Washington, Seattle, WA 98195

The Physics Education Group at the University of Washington has

been investigating student difficulties with graphical representations.' This

work is part of an ongoing investigation of student understanding in

physic s.2 We have used the results of this research to guide the
development of curriculum to address the specific conceptual and reasoning

difficulties identified.3 In this paper, we report on an investigation of the

reasoning that underlies common errors in drawing and interpreting graphs

of moving objects.

As physics instructors, we have been interested in how well
students who have studied the relevant content in lectures, texts, and

homework problems can apply their knowledge in drawing graphs of a

motion they observe in the laboratory. In what ways does the approach of

students who can draw qualitatively correct graphs differ from those who

cannot? Can such differences be generalized in a way that distinguishes the

behavior of an "expert" from that of a "novice"?

Previous studies of student difficulties with graphical
representations have been conducted primarily with precollege students.4

1046

The students involved in this study were drawn from two groups. The first

consisted of nine undergraduates who had almost completed the first quarter

of calculus-based introductory physics. The course was taught by a faculty

member not involved in the research. The second group consisted of ten

junior high school physical science and high school physics teachers. All

were enrolled as students in physics courses taught by members of our

group as part of a summer program for in-service teachers.

Individual Demonstration Interviews

Our primary data source was the individual demonstration
interview, in which an investigator presents a series of tasks based on

demonstrations that the student observes. In each task used in this study,

the student is asked to make a prediction, observe a motion demonstrated in

the laboratory, and sketch an appropriate graph while thinking out loud. In

addition to asking a series of structured questions, the investigator can

expand the questioning to clarify a student's response or to pursue an
interesting point that may arise during the interview. Each interview usually

lasts about an hour, is recorded on audiotape, and then transcribed for

detailed analysis.

The four tasks in this study are based on demonstrations in which a

ball rolls along a combination of level sad inclined tracks, as shown in

Figures 1-4. Before the demonstration of each motion, the student is asked

to describe the type of motion expected. The investigator explicitly defines

x to be the position of the ball along the track and asks the student to sketch

three graphs: position versus time (x vs t), velocity versus time (v vs t),

and acceleration versus time (a vs t). No measurements are made with

clocks or meter sticks. Instead of plotting data, the student must sketch the

general shape of the graph strictly on the basis of observation. For each

track, the student is given a response sheet with three sets of axes. The

horizontal axis in each set is labeled t; the vertical axis is labeled x, v or a.

The sheets also include scales on which the student indicates degree of

confidence in each response, ranging from 0 (virtually impossible I'm right)

to 10 (virtually certain I'm right). The correct graphs for each motion are

shown in Figures 1-4.

1347
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Supplementary Data Sources

Supplementary information was obtained from several sources. To

assess the frequency of specific graphmg errors in various populations, we

devised several written auestions which were administered to ninth grade

physical science students, high school physics students, calculus-level

introductory physics students, and high school teachers. One of these

questions was a written version of the second task used in the interviews.

To gain further insight into the development of graphing skills, we

monitored the progress of undergraduates in a special physics course in
which graphing is emphasized in the study of kinematics.

Analysis of Data

All of the students interviewed were able to draw correct graphs for

the first track, on which the ball moves with constant velocity. About 60%

drew adequate graphs for the second track, on which the ball first moves
with constant velocity, speeds up along an incline, and then moves with a

higher constant velocity. About 40% drew acceptable graphs for the third

track, on which the ball speeds up from rest, slows down, turns around,
and speeds up in the opposite direction. All who succeeded on this task
were able to complete the fourth task satisfactorily, in which the ball moves

along additional level and inclined segments.

The students were divided into two groups on the basis of their
performance on the interview tasks. Those who could draw appropriate

graphs for all the tracks were classified as "experts." Those who made
substantial errors on one or more graphs were classified as "novices." The
third interview task, in which the ball turns around, proved to be the
dividing line between "novice" and "expert." There were novices and
experts among both the undergraduates and in-service teachers interviewed,

with more experts in the latter group.

We were particularly interested in how experts and novices began

drawing their graphs, how they represented the path of the motion, and how

1- ti.17"4 j,...t



they tried to relate features of the graph to various aspects of the motion.

By analyzing the transcripts from the interviews, we were able to identify

several differences which are illustrated with specific examples below. In

the discussion, we have also included an estimate of the prevalence of

certain errors. This was obtained by administering a written version of the

second task to 116 students enrolled ill a calculus-based physics course.

Initial Procedures

Experts and novices differed in their initial approach to the tasks.

Experts usually started by labeling the vertical axis with lettered points that

corresponded to the lettered positions along the track. Novices typically

The correct graph in Figure 5 also shows the difference in time
ntervals for the different segments of the motion. The ball speeds up along

BC and takes a shorter time to travel BC than AB, and an even shorter time

to cover CD, when it is moving with a constant but higher velocity.

Novices generally began by drawing a line that implicitly
repres-nted the shape of the track on the horizontal axis. For example,
when asked to label his graph, the student who drew the incorrect graph in
Figure 5 labeled the horizontal axis with approximately equal spacing

between AB, BC, and CD, reflecting the equal lengths of track segments
AB, BC, and CD.

began by drawing a line without explicit reference to either axis.

After observing the three equal lengths of track, AB, BC, CD, on

the second task, experts typically would mark off three equal intervals along

the vertical axis as shown in Figure 5. An expert who drew a correct x vs t
graph said:

r.-

X4

la

I/ q.

CCM! CT

t

We can put A at the origin of the graph. And put D
at top so that the graph will be as large as it can get ... And
then divide it into three equal intervals...so we have the
vertical axis, A B, C and D. And that's the...position.

EXPERT: matches shape of line to
to the way position changes
in time

NOVICE: matches shape of line to
shape of track

track 12

Figure c. Expert and novice approaches to sketching the shape of the line on an x vs tgrih
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Representation in Space or Time

Experts tried to match the shape of the line to the way the variable

iscaletcT
(x, v, or a) changed during the time interval of the motion. For example, the
student who drew the correct x vs t graph in Figure 6 consciously

gt, 40 t
CON LCT

considered the distance the ball moved in a unit of time along various
EXPERT: defines axes explicitly and NOVICE represents shape of track segments of the track.

represents shape of track on implicitly on honzontal
vertical axis axis

From A to B...it's covering a distance in a certain
amount of time...it's not changing, it would be the same
over any small increment...and then along B and C if you
divided the length from B to C in ten little segments, the
distance it covered over the time would increase along the

track I?

Figure 5: Expert and novice approaches to representing the shape of the track on the axes ten segments.
of an x vs t graph
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He correctly drew a line for BC curved up, indicating that the ball is moving

an increasingly larger distance during each time interval. The steadily

increasing slope on the correct graph for BC indicates the steadily increasing

speed as the ball rolls down the inclined segment of track.

Unlike the experts who attempted to draw a representation in time,

novices seemed to be representing the motion in space. Two frequent errors

seemed to reflect c-empts by novices to replicate the shape of the track on

the line they drew for the x vs t graph. As shown in Figure 6, for
example, the student drew a straight segment for the middle portion of the

graph, BC, and thus mirrored the straight middle section of track, BC. On

the written version of this task, almost 50% of the calculus-level
introductory physics students drew a straight middle section on the graph,

mimicking the straight middle section of the track.

A second error occurred in the incorrect x vs t graph shown in
Figure 6. In representing the way the position changes during the third

segment of the motion, CD, the student attempted to draw the line CD with

the same slope as AL Not being satisfied with his first attempt, he
corrected it so that the line lay more nearly parallel with his line for AB. In

making the correction. he said:

Ideally the slope of the line CD would be the same as
the slope from A to B...because at segment C to D, it is a
horizontal track...

On the written version of this task, about 40% of the calculus-level

physics students drew a third segment on the x vs t graph parallel to the

first segment, thus mimicking the structure of the track rather than the way

the position of the ball was changing during the time interval of the motion.

Representation of Constant Values of the Variables

Failure to focus on representing the motion in time led to errors in

graphing constant values. Students who focused on the constant value of a

variable along a given segment of track, rather than on the constancy of this

variable during an interval of time, sometimes used a single point, rather

than a horizontal line, to represent the value of the variable along that

1' *-2

O.

t
COMetC7

EXPERT. represents a zero value during
a time interval with a line on
the hcnzontal axis

c
track 12

11401MICI

NOVICE: represents a zero value
during a time interval
with a point

t

Figure 7: Expert and novice approaches to representing a constant acceleration of zero on
an a vs t graph

segment of track. For example, the novice who placed a single point at the

origin on the incorrect graph in Figure 7 intended the point to represent an
acceleration of zero all along the AB segment of track_

The acceleration is zero so it starts at zero...from A
to B can I represent it as a point?

Relating Motion to Shape of Graph

Both experts and novices drew the lines on their graphs by thinking

about what was happening during each segment of the motion: AB, then
BC, then CD. They differed, however, in the extent to which they could
invoke knowledge relating various types of motion (uniform or accelerated)

to the shapes of various types of motion graphs (x vs t, v vs t, a vs t).

Experts tried to match the type of motion they observed on a
segment of the track with the appropriate curve for a particular motion

graph. The experts seemed to have readily accessible a repertoire of
knowledge that helped them connect the motion they were seeing on the
track with the shape of the line they needed to draw on the graph. They
seemed to kncw, for example, that a constantly increasing velocity is
represented by a concave up curve (constantly increasing slope) on an x vs t
graph, by a Siffaig;lt upward slanting line (constantly increasing height) on a
v vs t, and a straight horizontal line (constant height) on an a vs t graph.



The quote below, from the student who drew the correct graph in Figure 8,

also illustrate- an awareness that the curve for one segment must connect

appropriately with the curve for the next segment.

I
4

IS a 4 i I
44

coIIICI

EXPERT: relates motion to appropnate
curve

x

NOVICE: lacks or does not use
knowledge of appropnate
Curves

6P-7----------

t

track I?
Figure 8: Expert and novice use of knowledge relating motion on a segment of track to

appropriate curve for graph

The position will go up from A to B in a straight
line...then it will not take the same amount of time...so it's
going to be a parabolic curve (on BC)...and from C to D, it
will continue to go up but it will be going with the same
slope (on CD) that we have here (i.e., line CD is tangent to
the curve at C).

Novices either did not possess, or did not use, knowledge of how

uniform or accelerated motion is represented by a particular type of curve on

the various motion graphs. For uniform motion, all of the novices
correctly drew a straight inclined line to represent a constant velocity on an

x vs t graph and some described it as a line of constant slope. However, as

discussed above, some failed to recognize that a bigger constant velocity is

represented by a steeper line than a smaller constant velocity. For

accelerated motion, many students did not seem to make the connection

between a velocity that is changing and a slope that is changing on an x vs t

graph. For example, the student who drew the incorrect x vs t graph in
Figure 8, said:

From A to B is a straight line, from B to C is a
straight line with more slope, and from C to D is the same
as it started.

1 0 :'") ,4r

Conceptual Clarity

In addition to a lack of explicit knowledge about the proper shapes

of curves to represent different types of motion, novices frequently
exhibited confusion between variables that were "constant" and "constantly

increasing" such as a constant acceleration and a constantly increasing
velocity.

Experts could distinguish clearly between velocity and acceleration

and drew different graphs to represent these concepts. In describing what
they were drawing, experts generally used the terms velocity and
acceleration correctly. They also recognized that one motion can be
represented by very different graphs, depending upon which variableone
chooses to consider. A set of correct - and very different - v vs t, and a vs
t graphs for the second task are shown in Figure 9.

Ir."..°1)

v

,----
5 t

EXPERT: draws different v vs t and NOVICES: draw nearly identical
a vs t graph v vs t and a vs t graphs

Figure 9: Expert and novice approaches to representing velocity and acceleration on
different graphs

-1 - - -
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Novices frequently used velocity and acceleration interchangeably and

drew nearly identical graphs to represent them. A frequent error on the

second task was to represent the velocity and acceleration on the middle

segment of the track (BC) in exactly the same way by drawing a straight

slanted line for BC on both the v vs t and the a vs t graphs. For example,

the student who drew the first set of novice graphs in Figure 9 said:

From B to C, the acceleration will increase linearly
up to point C...in my mind I always knew that acceleration
was that an object was speeding up and I used to race cars
a lot so I know what that feeling is.

He has not understood that acceleratic Ayes not only a
changing velocity but also the time interval during which this change takes

place. On the written version of this task, about 20% of the calculus-level

introductory physics ,tudents drew a slanted middle section on their a vs t

graphs.

The stud ,nt who drew the second set of novice graphs shown in Figure

9 generated the same incorrect a vs t graph twice. In both cases, she drew

BC and CD segments for her a vs t graph that looked nearly identical to her

essentially correct v vs t graph. In drawing the slanted middle segment BC

on the a vs t graph, she said:

From B to C there is an incrcase...the velocity is
increasing, so there is an acceleration...the acceleration is
increasing, so it is not constant.

Throughout the interview, this student seemed to focus on
something "increasing" during the middle segment and switched back and

forth between the terms velocity and acceleration. In nt.....'ler her speech, nor

her drawing of graphs, did she separate the two concepts. She was aware,

however, that her a vs t grai,i, -.hrmld not look like her v vs t graph and

tried again, generating the same graph a second time. Saying that she knew

she was wrong, she marked her confidence scale at 0. Other students who

drew slanted BC segments on their a vs t graphs (mimicking the BC
segments on their v vs t graphs) were not as aware of their mistakes and

generally marked their confidence scales between 7 and 10.

1^ 1:-- r'1_ . ') E)

The student who drew the second set of incorrect graphs in Figure

9 also mimicked her v vs t graph for the third segment CD, on both

attempts to draw the a vs t graph. Here she failed to distinguish between

velocity with a constant high value and acceleration with a constant zero

value and said:

But then (C to D) it's constant...so it would be a
straight line.

Representation of Changes in Direction

Differences in both conceptual knowledge and graphical facility

were most apparent on the third and fourth tasks which 'evolved motions in

which the ball turned around. The third task involved two inclined tracks

on which the ball speeded up, slowed down, turned around, and speeded

I

EXPERT: draws straight line on
v vs t graph that crosses
the axis

.
NOVICE: draws V-shaped line on

v vs t graph that mirrors
path of motion

Figure lu: Expert and novice approaches to representing motion in which the object turns
around

1 ; ! ) :



up again in the opposite direction. Experts invoked the concept of negative

velocity and were able to represent a change in direction of motion correctly

on their v vs t graphs by drawing a straight line that crossed the t4 axis, as

shown in Figure 10.

We found that novices generally had not assimilated the physicist's

distinction between speed and velocity or interpretation of a negative
velocity or acceleration. For example, on the CB portion of the third
motion, the ball has turned around and is speeding up back down the track.

Instead of representing this as a changing negative velocity, novices drew a

line indicating an increasing positive velocity on their v vs t graphs, as

shown in Figure 10. Thus their v vs t graphs reflected the shape of the
motion. They also associated the increasing speed with a positive
acceleration and drew a vs t graphs that showed different accelerations for

an incline, depending upon which way the ball was traveling on the tra,A.

The student who drew the graphs in Figure 10 said:

At C, the velocity is zero...and then it's traveling
back down to point B, so therefore the velocity is picking
up and tne acceleration must be positive.

Consistency between Slopes and Heights among Graphs

Checking back and forth among the graphs for mathematical
consistency was characteristic of the experts' approach to graphing the more

complicated motions demonstrated in the third and fourth interview tasks.

The student who drew the correct set of graphs in Figure 10 initially drew a

positive velocity for the third segment for the third task, but corrected

himself by noticing that the slope of the third segment of the x vs t graph

was negative and therefore the velocity should be negative for that segment.

He said:

I know that at a point of change on this graph,
there's got to be a definite point of change on this
graph...any change on the velocity graph goes with a
change in slope on the position graph.

10
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EXPERT: checks for consistency in

siJPea among graphs

i o ' II%

NOVICE: ignores or rejects
relationships involving
slopes of graphs

Figure 11: Expert and novice approaches to checking for mathematical constancy among
graphs

As shown in Figure 11, he then went on to sketch the negative velocity and

acceleration correctly for the fourth task, which -onsisted of a similar track

with additional level and inclined segments.

Novices frequently ignored or rejected relationships among graphs.

The student who drew the incorrect set of graphs in Figure 11 did notice the

inconsistency in the segments of his x vs t and v vs t graphs for the
segments of the motions in the third and fourth tasks in which the ball was

speeding up in the negative direction. However, he rejected this
information because of his conviction that speeding up must mean a
positive acceleration. In discussing his v vs t graph for the fourth task, he

said:

10 ;9
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How come, with positive and negative slopes in x vs t

I don't get positive and negative velocities?...say I did make
[DB] a negative velocity [the correct choice], well, that's a
negative slope which on acceleration from D to [B) would be
negative acceleration. But I KNOW that's positive
acceleration. I know this velocity is increasing.

He has failed to understand the physicist's distinction between "speed" and

"velocity" and that an object that is speeding up in a negative direction has a

negative acceleration. Insteat.., he associates negative acceleration only with

"slowing down."

Conclusion

In this paper, we have examined difficulties encountered Ly
students in drawing qualitative graphs to represent motions observed in the

laboratory. There were substantial differences in approach by "experts" and

"novices." These are summarized below:

I) experts generally began by explicitly defining the axes

while novices typically started by drawing a line;

2) experts tried to match the shape of the graph to the way

the variable was changing in time while novices often tried

to match the shape of the graph to the shape of the path of

the motion;

3) experts represented a constant value of x, v, or a
during a time interval with a line while novices often

represented a constant value with a single point;

4) experts tried to match the type of motion they observed

with the appropriate curve for a particular type of graph

while novices seemed to lack, or did not invoke, this

knowledge,

5) experts distinguished clearly between velocity and

acceleration while novices often used these terms
interchangeably and drew nearly identical graphs to

represent them.

6) experts used the concept of negative velocity in
considering motions that changed direction and graphed

them appropriately while novices lacked this

understanding and drew v vs t graphs that mirrored the

turnarounds in the motions.

7) experts checked for consistency in slopes and heights

among graphs while novices seemed to ignore or reject

such relationships.

The success of the experts depended upon more than knowledge of

correct definitions of position, velocity, and acceleration and the ability to

calculate and plot these quantities. Underlying such skills was a conceptual

clarity that enabled the experts to distinguish clearly between velocity and

acceleration. In addition, these students were explicitly aware of how the

features of a graph correspond to various aspects of a real motion and to its

graphical representation. It has been our experience that for many students

development of this type of qualitative understanding requires direct

instruction. It is important that there be an emphasis on both the
development of concepts and of graphing sUls. An example of the type of

instruction that we have found effective is described elsewhere.5

Examination of the strategies used by the experts suggests that the

transition from novice to expert can be facilitated by teaching specific

procedures for drawing qualitative motion graphs. These include carefully

marking the axes with attention to the points at which the motion changes,

visualizing the way the given variable is changing in time, matching the type

of motion observed between two points with a line of the appropriate shape,

and checking for consistency in the relationships among the heights, slopes,

and areas for the various graphs.



Such detailed teaching of graphing requires more time than is

typically provided in an introductory physics course. It also requires active

involvement by the students in many graphing experiences. Although extra

time and effort must be invested, careful development of graphing skills

will provide the students with a powerful tool that will be useful to them in

many other contexts besides physics. The ability to interpret what a point,

a line, or an area represents on a graph is a valuable skill for obtaining and

representing information in many different fields.
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A Variable for Use in the Study of the

Categorization o' Physics Problems and

Associated Expert-like Behavior

by

G. Henry Veldhuis

Northwestern College, Orange City, Iowa

and

Sheldon Community High School, Sheldon, Iowa

Introduction

A variable that measures the degree of

expert-like behavior of subjects who have sorted

a set of physics problems and solved one of

these problems is described.

The DEGREE variable was used in Differences

in the Categorization of Physics Problems by

Novices and Experts (Veldhuis, 1986), a study

that investigates categorization of physics

problems. Expectations were that novices use

surface structures (explicitly-stated features

in the text of physics problems) and experts use

deep structures (physics principles that

determine and control solutions to physics

problems) in the formation of representations.

The perspective is obtained from

information- processing theory : The

representations are viewed as orgar:4ed

knowledge structures within short-term memory,

constructed by problem solvers, that describe

the environment. Problems are solved by

operations on such descriptions. The knowledge

within long-term memory used in the formation of

a problem representation is accessed when a

problem solver categorizes a problem. Choosing

a problem category,

process occurring in

for the inference of

i.e., the categorization

short-term memory, allows

structures that exist in

the domain-dependent knowledge base in long-term

memory.

One of four sets of physics problems was

sorted and one physics problem was solved by

each of 94 novices (students who hac finished

the mechanics portion of a first-year,

calculus-based physics course), five

Intermediates (students who had completed an

advanced undergraduate mechanics course), and 20

experts (professors holding the Ph.D. degree in

Physics who had taught an introductory

calculus-based physics course).

Cluster analysis shows that a) experts

categorize according to deep structures; novices



use both surface features and deep structures in

the categorization process and b) the

categorization by novices is less consistent

than the categorization by experts.

The variation in the categorization by the

novices, first shown through the cluster

analysis, was quantified further by the DEGREE

variable. Specifically, values of the DEGREE

varia)le obtained by the subjects, showing

differences in expert-like behavior in the

sorting and solving tasks among the novices,

allow for the analysis of variance. This

analysis, on the alpha = .05 level, does not

show these differences to be related to the ACT

science score, the final grade in Physics 221 (a

calculus-based physics course at Iowa State

University), and the high school class rank.

However, expert-like behavior correlates with

the final grade in Physics 221 at the

significance level of 0.0338.

The use of the DEGREE variable may be of

use toward the design and increased

reproducibility of studies dealing with novice

and expert behavior in problem solving.

Although this article has as its subject

the DEGREE variable, some of the substance in

Differences in the Categorization of Physics

1O 5

Problems by Novices and Experts (Veldhuls,

1986), hereafter referred to as the study, has

been included in order to provide for the

context in which the DEGREE variable was

constructed and used. It is to this end that

part of the problem-solving background is traced

next.

The Perspective of the Studv

In the context of the study a physics

problem is viewed in a manner similar to that of

Newell and Simon (1972) in that a problem makes

available information about the initial state,

what is desired, the conditions, the available

tools, and access to resources. This

problem-solving process includes, as one of the

initial steps, the formation of an internal

representation of the external environment.

This internal representation provides the

framework within which the problem is to be

solved. It follows directly that the

representation formed by the problem determines

whether and how the problem can be solved. The

problem solver operates on the representation

rather than the statement of the problem. Chi,

Feltovich, and Glaser (1981) define a problem

representation as a cognitive structure,

corresponding to a problem, that is constructed

1 08 6
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by a solver on the basis of domain-related

knowledge and its organization. The presented

Information in the problem is thus transformed.

Previous learning affects later learning

(Ausubel, 1968: Gagne, 1977). Much

problem-solving research has been done in

physics, and more particularly in mechanics

since it, while being sufficiently complex, is

based on a relatively small number of principles

and has a mathematical structure. Prior

knowledge affects the comprehension of physics

principles (Champagne, Klopfer, & Anderson,

1980: Champagne, Klopfer, & Gunstone, 1962:

diSessa, 1982). Heller and Reif (1984), Larkin

(1980), and Chi, Feltovich, and Glaser (1981),

have found that the representation formed by the

problem solver, based on domain- dependent

knowledge, is a crucial step in the

problem-solving process. Chi et al. (1981)

believe that the categories that problem solvers

Impose on

knowledge

determine

process.

physics problems represent organized

structures In memory (schemata) that

the quality of the representation

1 0.07

The Research Question

The study is designed to answer the

question: "Do novices and experts differ in the

categorization of physics problems?"

Operationally the study investigates differences

in the categorization, important to the

representation of physics problems, that are

believed to exist between novices and

Chi, Feltovich, and Glaser (1981) claim

categorization imposed on physics text

experts.

that the

problems

by problem solvers and concomitant

representations formed by them reveal
differences between novice and expert physics

problem solvers. The study, as does the Chi et

al. research (1981), requests subjects to

categorize sets of mechanics problems using a

sorting procedure. The categories are based on

similarities of solutions that would occur If

the yubJects were to solve the problems. The

subjects do not actually solve the problems in

order to form the categories but express the

reasons for their selection of the categories in

written form. Chi et al. (1981) found that

subjects with greater amounts of physics

knowledge categorize primarily according to deep

structures, i.e., physics laws and concepts.

Subjects with lesser knowledge key on surface
IP c!.3



structures, i.e., obJects such as springs,

pulleys, and levers, specific physics terms such

as friction, and spatial arrangements.

In order to answer the research question

the following hypotheses were tested:

1. Experts will categorize physics

(mechanics) problems on the basis of

deep structures and novices will

categorize these problems on the

basis of surface features.

2. Experts will categorize a different

set of physics (mechanics) problems

on the basis of deep structures and

novices will categorize this set on

the basis of surface features.

3. Experts will categorize physics

(mechanics) problems scoot-fling to

deep structures regardless of

surface features and novices will

categorize these problems according

to surface features regardless of

deep structures. Intermediates will

reveal a categorizing pattern that

is characterized by a mixture of

deep structures and surface

features.

10139

4E. Experts (E) will categorize a set

of physics (mechanics) problems

according to deep structures

regardless of surface features with

the number of established categories

approximately equal to the ember of

deep structures contained within the

set.

4N. Novices (N) will categorize a set

of physics (mechanics) problems

according to surface features

regardless of deep structures with

the number of established categories

approximately equal to the number of

surface features contained within

the set.

Description of DEGREE

The dependent DEGREE variable was designed

for investigating nossible relationships between

expert-like behavior by the novices and ACT

science scores, the final grades in Physics 221,

and the percentile ranks in the high school

class.

Each subject in the study solved one of the

Problems in the particular problem set which

1070
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he/she sorted. Each solved problem was checked Final grade in Physics 221

against the category imposed on the problem. (scale: A = 11, A- n lu

The value of DEGREE is obtained according D- = 1, F = 0)

to the model: 7 - 11 3

A. Does the solution fit the 4 - 6 2

imposed category? 0 - 3 1

yes = 1.0 High school class rank (expressed as

partly = 0.5 a percentile)

no = 0 Upper third of novice sample ....3

B. Is the imposed category Middle third of novice sample ...2

an "expert" category Lower third of novice sample ....1

and does this category
The question, addressed by post hoc analysis,

lead to a correct solution?
is:

yes (and correct solution) = 1.0
"Are there differences in average DEGREE scores

yes (but incorrect solution = 0.5
attributable to the ACT science score, the final

no = 0.0
grade in Physics 221, and the high school class

The score on the DEGREE 'ariable = DEGREE =
rank?" The ANOVA procedure (SAS, 1985), with

Score A + Score B.
alpha = .05, was used in the testing of the two

The independent variables and their levels
null hypotheses:

are:

HO(1).
ACT science score

There are no significant differences in
greater than or equal to 33 .... 3

average DEGREE scores among the students
less than or equal to 32 to

when categorized on tl-e basis of the
greater than or equal to 28 .... 2

ACT science score, the final grade in
less than or equal to 27

Physics 221, and the high school class

rank.



H0(2). DEPENDENT VARIABLE INDEPENDENT VARIABLES

There is no significant interaction in DEGREE N LEVELS ACT GRADE RANK

average DEGREE scores among the students 2.0 11 3 20 55 69

when categor I zed on the basl s of the 1.5 25 2 60 30 18

ACT science score, the final grade in 1.0 9 1 14 9 7

Physics 221, and the hi gh school class 0.5 17

rank . 0 32

Results

Table 1 shows the values for DEGREE (the

dependent variable), the numbers of subjects in

each group, and the levels of the ACT science

scores, the final grades in Physics 221, and the

high school class ranks (the independent

variables). None of the F-values for the main

and interaction effects are signifirant (see

Table 2), resulting in the statistical

conclusion of failure to reject Hypotheses H0(1)

and H0(2) with p < 0.05. The research is unable

to show that there are differences in average

DEGREE scores attributable to the ACT science

score, the final grade in Physics 221, and the

high school class rank .

It Is of some interest, however . that the

Pearson Correlational Coefficient between the

average DEGREE score and the final grade In

1 o 3

94 94 9: 94

Figure 1. Table: Numbers of subjects and levels of the
dependent and independent variables for the
analysis of variance

SOURCES OF df SUM OF F-VALUE PR F
VARIATION SQURES

EXPLAINED 19 12.8395 1.33 0.1912

RESIDUAL 74 37.5861

TOTAL 93 50.4255

ACT 2 2.2136 2.18 0.1203

GRADE 2 3.0233 2.98 0.0571

ACT X CRADE 4 0.6494 0.32 0.8640

RANK 2 0.0134 0.01 0.9869

GRADE X RANK 4 1.9381 0.95 0.4380

ACT X GRADE X 2 0.9638 0.95 0.3919

Figure 2. Analysis of variance of DEGREE scores by ACT
science scores, final grades in physics 221,
and high school class rank

1074
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Physics 221 is 0.21913 at a significance level Chi et al. (1981) hold that the selected

of 0.0338. categories constitute the schemata that

Dendograms resulting from the cluster determine the quality of the representation

analysis show cause for accepting all four of process. Hinsley, Hayes, and Simon (1978) claim

the hypotheses involving the experts and that such schemata exist as they show that

Hypothesis 1 involving the novices. Hypotheses college students can classify algebra problems

2, 3, and 4N, all involving the novices, were in types that are functions of underlying

rejected: The novices demonstrate expert-like principles. Silver (1981) asked seventh-grade

behavior as well as the expected novice-like students to sort 16 word problems and to solve

behavior. The reader may want to refer to the 12 of these problems. Analysis of the data

study (Veldhuls, 1986) for details and

discussion of the cluster analysis.

Schemata and DEGREE

Schemata are organized knowledge structures

showed that the good problem solvers categorized

problems primarily by the processes that they

Intended to use in the subsequent solutions and

that the poor problem solvers tended to use the

content of the problem statements. It appears

within memory that contain knowledge about that categories are fundamental to problem

concepts. According to Gagne (1985), schemata representations. Representations determine the

include static qualities (structures), active nature of problem solutions (Newell and Simon,

qualities (expectancy toward information), 1972; deKleer, 1977; Novak, 1977; Simon and

conscious use (for example, retrieval guidance), Simon, 1978; Larkin, 1980, Mayer, 1983),

and automatic use (for example, recognition of a Two problems used in this study are now

new instance of a concept). Operationally, as considered:

used by Andre (1986), schemata are 1. A block of mass M starts up an

representations of concepts (categories), incline of angle theta with respect

principles/rules (relationships between to the horizontal, with an initial

concepts), and skills (activities requiring velocity v. How far will it slide up

several steps). the plane if the coefficient of

1 ''I; 1,)
1 -; ",_, 1.0



friction is mu? (Halliday and

Resnick, 1974, P. 133).

2. A child of mass M descends a slide of

height h and reaches the bottom with

a speed of v. Calculate the amount

of heat generated.

A group of 17 novices solved Problem 1 and a

group of 16 novices solved Problem 2 with both

groups randomly assigned to the problems.

Recall that the DEGREE variable measures

the degree to which the solution to a problem

fits the imposed category and the degree to

which the imposed category is an expert category

leading to a correct solution. The scores of

the novices were distributed among the possible

values of DEGREE (0, 0.5. 1.0, 1.5, and 2.0)

with approximately equal frequencies for t-Apth

groups. Each group of novices categorized and

solved a problem that differs in text from that

solved by the other group. The numerical

differences In the attained DEGREE scores in

each group show approximately the same pattern.

Across the study the expert subjects

demonstrated a good match between the choice of

category and solution in terms of that category;

0.5% of them showed a perfect match. The

experts who sorted and solved the two problems

1077

presently under consideration attained, without

exception, a value of 2.0 (maximum value) for

DEGREE (the operational meaning of expert

behavior in the study).

A problem solver describes the environment,

in this case the statement of a physics problem,

and attempts to solve the problem by mental

operations on this description, i.e., the

reresentation.

Representations are viewed as organized

knowledge structures in short-term memory.

Knowledge in long-term memory is used in the

formation of a problem representation. This

knowledge is accessed when a problem solver

categorizes a problem. Part of the nature of

the schemata in long-term memory may thus be

inferred from categorization patterns.

The DEGREE variable, being an operational

measure of expert-like behavior, describes the

type of categorization and the match between

categorization and the subsequent solution.

It is inferred that differences in DEGREL.

alues across problems (different in text but

alike in surface feat:Jres and deep structures)

having ?proximately the same distributions

among the possible values of the variable,

'18
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indicate differences in the schemata in the

long-term cognitive structure of the subjects.

The rejection of the three hypotheses

involving novices is more likely due to

differences among the schemata of the novice

subjects rather than being caused by differences

in the problems in the first set and those in

the other three sets. In view of the attained

DEGREE scores, the differences among novice

schemata are of a lesser degree than the marked

differences between novice and expert schemata.

Novice Differences

Eleven nov ces (12 %) attained a score of

2.0 on the DEGREE variable, 1.e., they imposed

an expert category on the problem solved by them

and subsequently solved the problem correctly

within the imposed category: They functioned

like the experts in this study. Seventeen

novices (18 %), not including the 11

aforementioned subjects, attained a score of 1.0

on the A part of the DEGREE variable, i.e., the

solution fits the Imposed category: They

functioned like the subjects in the Silver

(1981) study.

The theoretical model designed and tested

by Heller and Reif (1984), with the knowledge

1

and procedures necessary for human problem

solvers to generate good representations of

scientific problems, allowed subjects to

construct improved representations. These

investigators hold that problem-solving

deficiencies exist in students who understand

basic physics concepts but do not have the more

strategic knowledge specified in the formulated

model. This kind of knowledge, possessed by

experts, acr rding to Heller and Reif (1984), is

seldom taught explicitly in physics courses.

The DEGREE variable involves categorization

which is linked to representation. If knowledge

possessed by experts (including the ability to

form good representations) is seldom taught

explicitly, a failure in finding a more

pronounced relationship between the final grades

in Physics 221 and the attained scores on the

DEGREE variable seems reasonable. The novice

sample, however, includes 12 % who functioned

like experts and 18 % who functioned like the

subjects in the Silver (1981) study. It seems

equally reasonable to assurry that a given amount

of expert behavior is taught (implicitly or

explicitly) in Physics 221. The use of

multiple-choice examinations in Physics 2:

with their limitations in testing strategic



knowledge, is a more prosaic explanation of the

absence of a grade-DEGREE relationship.

Summary

Do novices and experts differ in the

categorization of physics (mechanics) problems?

The findings of this research confirm the

Chi et al. (1981) results regarding experts:

Experts categorize according to deep structures.

The behavior of novices is more complex.

Novices use both surface features and deep

structures in the categorization process.

this study. These tests may be constructed in

order to serve the purposes of such an

investigation and the evaluative program in a

calculus-based physics course.

The study found marked differences in

DEGREE scores attained by the novices. It was

Inferred that such differences are indicative of

differences in the schemata of the novices. A

longitudinal study investigating when and how

such differences originate may clarify the

categorization process in ways that would allow

for classroom testing and use of theoretical

Novices demonstrate a lesser degree of problem-solving models.

consistency in the categorization process.

Approximately one third of the novices

demonstrate expert-like behavior.

The DEGREE variable was used to discern and

quantify differences among novices. It can

serve in the replication and extension of

experivultal results. A few examples of such

studies are now given.

The differences in DEGREE scores and the

final 6rades in Physics 221 (r = 0.21913 at a

significance level of 0.0338) can be

investigated by the replication of the study

with the accompanying use of tests in which

subjects solve problems of the types used in

_ 1081
10R2

549



550
References

Andre, T. Problem solving and education. In
G. D. Phye & T. Andre (Eds.), Cognitive
classroom learning. New York: Academic
Press, 1986.

Ausubel, D. P. faagelignajpsyrri
cognitive view. New York: Holt, Rinehart id
Winston, 1968.

Champagne, A. B., Klopfer, L. E., & Anderson,
J. H. Factors influencing the learning of
classical mechanics. American Journal of
fhys1c2, 1980, 48, 1074-1379.

Champagne, A. B., Klopfer, L. E., & Gunstone,
R. F. CognItIvg reseorch and the depign pi
Instruction. tducational Fsvc.nologist, 1982,
17(1), 31-53.

Chi, M. T. 4., Feltovich, P. J., & Glaser, R.
Categorization and representation of physics
problems oy experts and novices. Cognitive
Science, 1981, 5, 121-152.

deKlver, J. Mu.tiple representations of know-
ledge in a mechanics problem-solver. In 5th
International Joint Conference on Artificial
Intelligence. IJCAI-77. Proceedings of the
.conference. Cambridge, MA: Massachusetts
Institute of Tees.nology, 1977, 1, 299-?04.

diSessa, A. A. Unlearning Aristotelian physics:
A study of knowledge-ba-ed learning. Cog-
nitive Science, 1982, 6, 37-75.

Gagne, E. D. The cognitive psychology of school
learning Boston: Little, Brown and Company,
1985.

Gagne, R. M. The conditions of learning
(3rd ed.) New York: Holt, Rinehart and
Winston, 1977.

Halliday, D. & Resnick, R. fundamentals of
PM/sloe. New York: John Wiley & Sons, 1974.

Heller, J. I. & Reif, F. Prescribing effective
human problem-solving processes: problem
description in physics. Cognition and
Instruction, 1984, 1(2), 177-216.

Hinsley, D. A., Hayes, J. R., & Simon, H. A.
'rom words to equations: Meaning and
epresentation in algebra word problems. In

P. A. Carpenter & M. A. Just (Eds.),
CaglalilsLCPLC2cematzlasoaaulaga212/1
Hillsdale, NJ: Lawrence Erlbaum, 1978.

Larkin, J. H. Teaching problem solving in
physics: The psychological laboratory and the
practical classroom. In D. T. Tuma & F. Reif
(Eds.), anblem solving and education: Issues
1n teaching and research. Hillsdale, NJ:
Lawrence Erlbaum, 1980.

Mayer, R. E. nuzuag,prfaagayie/LngsDsLn
nition. New York: W. H. Frc-man and Co.,
1983.

Newell, A., & Simon, H. A. litimu problem sol-
ving. Englewood Cliffs, NJ: Prentice-Hall,
1972.

Novak, J. D. A theory of education. Ithaca, NY:
Cornell University Press, 1977.

SAS :nstitute Inc. BAS U*er's Guide: Statis-
tics. Version 5 editior. Cary, NC: SAS
Institute Inc., 1985.

Silver, E. A. Recall of mathematical problem
information: Solving related problems.
Journal for Research In Mathematics EducatIoR,
1981, 12, 1733.

Simon, D. P. & Simon, H. A. Individual differen-
ces in solving physics prob J. In R. Sieg-
ler (Ed.), clildren's thinklnJ. "what
develops ?" Hillsdale, NJ: Lawrence Erlbaum,
1978.

Veldhuls, G. H. Differences in the categorization
pf physics problems by novices aad experts.
Unpublished dissertation, Iowa State
University, Ames, IA, 1986.

: 4



Some Aspects of Geomctry

as a Deductive System in High School Students

Shlomo Vinner and Chava Zur

Israel Science Teaching Center

Hebrew Universi-.y of Jerusalem

The general impression of the weak and average students

about Mathematics is that it is a collection of techniques

to be applied either in mathematical situations (simplify,

solve, etc.) or to some word problems which are

meaningless, unimportant or irrelevant to real life. It is

hard to tell whit percentage of the students share this

view, but it is impossible to ignore it. This impression

is created most] in the Algebra coarses. Although there

are some attempts to teach Algebra in a more meaningful way

the impact of these attempts has not yet been seen. The

only topic in high school Mathematics which might create a

different impression than the above one is Geometry. It is

the only topic in high school Mathematics where some

typical features of Mathematics can be seen: the idea of

deductive systems, the role of mathematical definition and

its nature, the "definitiontheorem scheme" which is the

basic scheme of hematical representation, analysis of

statements which omposes them ilto "given" and "prove",

drawing figures why illustrate statements, translating

from everyday language to mathematical symbols, the role of

proof and its nature and so on. All this can be

illustrated, for instance, by a quotation from a Geometry

textbook which describes the demonstration of a theorem

process as having the following stages:

1 R 5

1. Statement. 2. Figure. 3. Given. 4. To prove.

5. Analysis. 6. Proof. (Jurgensen et al., 1965, p. 143).

In spite of the importance of Geometry to the develop

ment of mathematical thinking, there are very few studies

about learning Geometry as a deductive system. Some

studies on learning Geometry have been done in the

theoretical framework of van Hiele (Geddes et al., 1985,

Hoffer, 1983, Usiskin, 1982, van Hiele, 1986). The studies

usually suppport van Hiele's main claim that since many

students are in level 2 or 3 and teaching deductive

Geometry (Euclidean or Transformational) is in level 4,

meaningful learning cannot occur.

The starting point of our study is not the van Hiele

theory, but some aspects of Geometry as a deductive system,

chosen from the list above. We tried to examine whether

Geometry students had become aware of these aspects and

whether they had acquired some of the specific abilities,

required for learning Geometry as a deductive system. This

information seems to us crucially important, since it tells

us about our chance to convey to our students s le general

mathematical ideas beyond the basic algebraic skills. Of

course, prior to Geometry as a deductive system, one has to

know the geometrical figures. He or she has to be able to

identify and to draw them and also to explain what he or

she does. So we will deal with that first and only later

will we get to the other aspects mentioned above.

METHOD

Sample

We included in our sample students of grades 9 to 12.

69 students in grade 9, 53 students in grade 10,

64 students in grade 11 and 15 students in grade 12. The

1 ORG
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11th grade group consisted of 2 different subgroups. One

of them consisted of good students (N = 42) and the second

one consisted of weak students (N = 22).

The schools from which the students were selected are

considered to be either average or good schools in

Jerusalem. Only the students in grades 9 and 10 studied

Geometry in the year they filled out the questionnaire.

All the others had studied it in previous years, when they

were in grades 9 or 10. We do not have any particular

information about the eachers who taught Geometry to those

students. We believe we had a typical selection of

teachers This is because the schools and the classes of

our sample were selected accidentally. So we believe that

our results reflect the outcome of typical teaching. One

might claim that if the aspects we dealt with had been

emphasized appropriately by competent teachers, the outcome

would be entirely different. We are not sure that this is

true, but even so, the purpose of this ,,tudy was different.

Namely, to characterize the geometrical knowledge of the

tnical student as an outcome of typical teaching.

The Questionnaire

Our questionnaire had 5 parts. Each of them was

supposed to examine a particular aspect of learning

Geometry.

Part I: The ability to identify figures and to explain

it analytically.

A. Name the following figures:

B. How can you explain your answer?

C. Did you rPly on a theorem or a definition?

(2) (3)

(S) (6)

The items in this part examine the student's ability to

identify basic figures in different orientations. They

also examine the student's ability to justify analytically

their answers. One should distinguish oets.een the

identification stage and the justification stage. The

!dentification can be a result of a global impression of

which the respondent is not fully aware. At the

justification stage he or she is asked to relate to the

impression in an analytical way; namely, to relate to

geometrical properties of the figures. Also "structural

knowledge" is required here. By this we mean the knowledge

whether the properties one relies on are implied by the

definition of the figure or by a theorem about the figure.

An additional question which is examined here is whether

tte students are conditioned to follow "notational

conventions". Namely, if in a given triangle two angles

are marked, it coJes to tell you that these two angles are

congruent and the same about the sides of a given triangle.

Thus, when explaining why a given triangle, for Instance,

is an isosceles triangle, you are expected to relate to the

elements which were marked. If you do not do it, it is

quite possible that the notational convention is not

dominant enough in your cognition and therefore your

perception focused on rw,er elements Instead.



Part II: The ability to draw figures and to define them.

Please draw and define each "f the following figures:

1. Adjacent ang)2s. 2. Isosceles triangle.

3. Parallelogram. 4. Trapezoid. 5. Square. 6. Rectangle.

In this part we examined the mental pictures formed in

the respondents' mind when the figures' names were

presented to them. We also examined the students' ability

to define figures. We are going to relate to the question

whether the respondents give a mathematically correct

definition or just characterize the figures, sometimes

1:oviding us with redundant information, sometimes omitting

necessary information. We believe that this is an

important point, since the understanding of the nature and

structure of mathematical definition is one of the goals of

Geometry courses. This point is examined systematically by

the following part of the questionnaire.

Part III: The nature of 4,athematical definition.

A teacher asked his students to define an equilateral

triangle. Student A wrote: An equilateral triangle is a

triangle that has 3 congruent sides. Student B wrote:

An equilateral riangle if a triangle which has 3 congruent

sides, 3 congruent angles and each of its altitudes is also

a median and an angle bisector. Student C wrote:

An equilateral triangle is a triangle which has 3 con-

gruent sides and 3 congruent angles.

Which student has the corect answer? If you think that

there ' more than one correct answer, please, say it and

state your preference if you have any. Please, explain!

From the systematical point of view a mathematical

definition replaces a long term by a short term (the term

which is defined). In most cases, the mathematical

definition is minimal. The reason for that is that

0 9

otherwise we will have to prove the consistency of our

definitions. For example, if you define an isosceles

triangle as a triangle with at least two congruent sides

and at least two congruent angles, you will have to prove

that there exists such a triangle. The proof will rely on

the theorem that if a triangle has 2 congruent sides then

the angles opposite to these sides are also congruent.

Hence, it is much simpler to define an isosceles triangle

as a triangle le.th at leat 2 congruent sides and to prove

that it also has 2 congruent angles opposite these

sides. The student. (dr. the other hand, brings to the

Geometry class his own views about definitions, stemming

from his experience with lexical definitions (see Vinner,

1976). In these definitions, very often, the more you say

the better it is for the definition. Of course, one should

not exaggerate. The definition should not be too long, but

within a reasonable size, the longer the better. The above

item was supposed to examine whether the respondents were

closer to to the concept of mathematical definitions or to

the concept of lexical definitions.

Part IV: Definitions and theorems and which of them have

to be proved.

Which of the following should be proved? Explain!

1. An isosceles triangle has 2 congruent sides.

2. An i osceles triangle has 2 congruent angles.

3. In an isosceles triangle the median to the basis is an

angle bector.

4. A parallelogram is a quadrilateral which each two

opposite sides are congruent.

5. A parallelogram is a quadrilateral in which each two

opposite sides are parallel.

6. A parallelogram is a quadrilateral in which each two

opposite angles are congruent.

7. Parallel lines are lines which do not intersect.

9 0 1
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In this part we warm& rn examine whether students know

that :n Mathematics only theorems have to be proved, not

definitions (we have not related to axioms in this study).

The way we formulated it, there are no identifying elements

in the definitions (like, a triangle with 2 congruent sides

is called an isosceles triangle). Thus, the distinction

between definitions and theorems became a matter of

specific knowledge. Unfortunately, there is not a simple

way to handle this problem. We will relate to it in the

following sections. Therefore, part of the answers to the

above items can be considered as specific knowledge. On

the other hand, the explanation ,art to the above questions

will reflect general knowledge about what has or has not to

be proved. Namely, theorems have to be proved and

definitions do not. Thus, a student who is aware of this

pri .cf..ple should say, for instance, that (1) should not be

proved because it is a definition, whereas (2) should be

proved because it is a theorem.

Part V: The 'asic scheme of mathematical presentation -

a definition of a new concept and a theorem about it.

Here is a geometrical figure:

1. What is its name?

2. What is its definition?

3. Write a theorem about this figure?

In this question we expected the respondents to define

the figure (what '.re had in mind was a rhombus, but we were

ready to accept anything reasonable, like a parallelogram

or even 1 quadrilateral). The crucial point was that the

theorem the students were supposed to give had to be

specific to the figure defined. This vas expected since it

1 091

is typical to what we call the basic scheme of mathematical

presentation. We could not state it explicitly in the

questionnaire that the required theorem should be specific

to the figure. We had to examine it implicitly. It is an

implicit knowledge, supposed to express itself when a

certai- stimulus (like this question) is presented. Thus,

an answer which defines the figure as rhombus and later

claims that in a rhombus the sum of the angles is 3O°

would indicate to us that the basic scheme of mathematical

presentation has not been appropriately internalized. Of

course, one can claim that also this is a question of

specific knowledge. A student might believe that the sum

of angles being equal to 360° is specific to the rhombus.

We will relate to this point in the following sections.

Part VI: Decomposition of statements into "given" and

"prove", picture drawing and translation mathematical

symbols.

Decompc.e, in words, the following statements into

"liven" and "prove".

Al: In a rectangle the diagonals bisect each other.

A2: The diagonals of a recta gle are congruent.

A3: A rectangle is a parallelogram whose diagonals are

congruent.

A4: A parallelogram whose diagonals are congruent is a

rectangle.

The second group of questions in this part of the

questionnaire had the form:

In each of the following questions th-r is a geometrical

statement and a figure which corresponds to it.

(I) Write in words the "given" and the "prove" of that

statement.

(II) Write in mathematical symbols the "given" and the

"prove" you wrote in (I).



From this group we will bring 2 out of the 3 questions

in the questionnaire.

B1: ABC is an isosceles triangle. AD bisects its basis

BC. 0 is an arbitrary point on AD. Prove that BOC is

an isosceles triangle. A

C

B2: Prove that the bisectors of the four angles of a

parallelogram (which is not a rhombus) form a rectangle.

The last group of questions in this part of the

questionnaire differed from the previous group only in the

opening, which was:

In each part of the following questions there is a

geometrical statement. Draw a suitable figure.

From this point on it continued ,,,zactly as in the second

group. We will bring here only . typical example out of

the 3 in the questionnaire.

Cl: A segment drawn from the middle of one side in a

triangle whi,h is parallel to the other side bisects

the third side.

Administration

The questionnaire was administered to the students in

their regular Geometry classes by their Mathematics

teachers. They had to write their names on it. It took

them up to 40 minutes to complete it.

10P 3

RESULTS

There were some differences between the 4 grade levels

of our sample. Usually, the upper graders did better than

the lower graders. (This is not true about the 22 weak

students of the 11th grade who did much worse than all the

other groups.) However, the differences were gradual and

not drastic. Hence, in order not to overwhelm the reader

with unnecessary information, our tables will relate to the

entire sample. Cases of drastic differences between the

grade levels will be informed.

Table 1

The ability to identify figures and to explain it

analytically

Distribution of answers. N = 201

Answer
Question

Correct Correct
identifi- explana-
cation tion

Correct

characterization
of explanation

1 99% 96% def: 82%

2 99% 91% def: 107.

th.: 52%

3 987. 847. def: 44%
th.: 7%

98% 95% def: 81%

S 98% 97% def: 4%

th.: 70%

6 74% 64% def: 43%

7 962 937. def: 78%

The table shows us that the students in our sample can

identify the simple geometric figures and also know to

explain it analytically. This indicates that they are at

least in the van Hiele 2nd level. As to their own

characterizations of their explanations, the correct

answers go from 40% in (6) up to 827. in (1). In (3), for

instance, it is not so Glear what the definition of a

rectangle is. If it is a quatrilateral with 4 right angles

109 4
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then those who noted it relied on a definition. If it is a

parallelogram with a right angle then those who mentiomed

4 right angles relied on a theorem. We accepted both

answers as correct. Yet only 51% had a correct charac-

terization of their explanation, while 98% identified the

figure (rectangle) correctly. We also see that in cases

where perception could focus either on angels or on sides

(items 2, 5 and 7) the notational convention was dominant.

For instance, only 10% in (2) related to the sides instead

of the angles. Among the correct explanations we found

some (up to 26% in (3)) which related both to definitions

and theorems. For instance, in (3), students claimed: it

is a rectangle because it has 4 right angles and its

opposite sides are parallel and congruent. This, of

course, was accepted as a correct explanation. However, if

the student claimed later that he had been relying merely

on a definition or merely on a theorem we did not consider

it as a correct characterization of the explanation. This

partially explains why the percentages of the correct

characterizations are lower than the percentages of correct

explanation. The hardest item in this part of the

questionnaire was the rhombus. Note that students who

named it as a parallelogram or even as a quadrilateral were

not wrong from the mathematical point of view. They

failed, however, to see the more specific properties of the

figure. There is, perhaps, a perceptual difficulty. The

moment you identify one property of the figure (parallel

sides or 4 sides) it prevents you from relating to

additional properties. There is, of course, another

explanation to it: some students are not familiar with the

rhombus. Needless to say that these two explanations do

not exclude each other.

Table 2

Draw and define. Distribution of answers. N = 201

Correct Defini-
mathema- tions

Answer Correct tical and Partial
Question drawing definition theorems definition

Adjacent angles 93%

Isosceles triangle 100%

Parallelogram

Trapezoid

Square

Rectangle

100%

96%

98%

98%

4%

70%

49%

84%

64%

48%

59% 22%

29%

49% 2%

1% 3%

14% 20%

31% 15%

In the case of the adjacent angles 60% included in their

definitions the fact that the sum of the angles is 1800.

The tendency seems typical: to include in the definition

the most well known information about the defined concept.

Thus, in a similar way, 30% of the respondents defined an

isosceles triangle as a triangle with 2 congruent angels

and 2 congruent sides. 50% defined the parallelogram as a

quadrilateral with opposite sides which were parallel and

also congruent or, in addition, they said that the opposite

angles .:e ...ongruent. With the adjacent angles, there was

a drastic difference between the 12th graders and the

others. 27% of them gave a correct definition.

Not that 63% (4% + 59%) of the entire sample characterized

adjacent angles correctly. But only 4% gave the correct

mathematical definition. Additional 22% gave only a

partial definition, saying that the two angles should have

a common ray but failing to mention that the other two rays

should be on the same line, in opposite directions.



Table 3

The nature of mathematical definition. Distribution of

answers. N 201.

Accepting A as the only correct answer 31%

Preferring A but also accepting B or C 34%

Preferring B and accepting A or C 17.5%

Prefering C and accepting A or B 15.5%

In addition to the table we would tike to bring here some

answers illustrate the students' views.

Students :ccepting A as the only correct answer:

Answer A gives the basic condition according to which the

equilateral triangle is defined. Answers % eid C point at

2Irperties of the equilateral triangle that should be

proved

In rnswers B and C there are some details which we d not

contribute to the definition. ihey are implied by the

definition in A.

A is the shortest definition by means of which oae

understand what an equilateral triangle is.

A is the definition of an equilateral triangle.

Students preferring A but also accepting B or C:

A is the correct definition. C uses it and adds a theorem.

B uses A and rand adds another theorem.

A is the correct definition. B and C added to it some

letails which follow from A. B alided the most, therefore I

considere it the worst.

1 0 .9 7

Students preferring B:

B is the complete definition, C is partial to B and also A

is partial to B.

All the answers are correct, but B has more correct data,

C has less and A the least.

B wrote all the properties of an equilaterial triangle,

C wrote only part of them, while A mentioned only one

property.

Students preferring C but also accepting B or A:

In A it is possible that the triangle will have

noncongruent angles and this is incorrect. In B the

definiti: includes theorems which do not have to be

included 'n it. C is a sufficient definition.

I chose C because it is the most accurate ansie2r. A is

insufficient and the last part of B is unnecessary.

In a triangle, if all its sides ere r, r then also its

angles a,a congruent, but this does Iv that every

altiv,de is also a medirn and an angle bissector.

If we accept as correct also answers which pref'r A but do

not reject B or C, t can be claimed, uith caution, that

between 1/3 to 2/3 of our sample understand the minimality

aspect of mathematical definitions. If ti,s is true, it

can be considered as a real achievement. Neverthe'ss, it

is important also to point at the one 'hird which does not

understand it. It demonstrates a typical approach to

definitions, one which should be eliminated in the context

of Mathematics learning.

557



558
Table 4

Definitions and theorems and which of them have to be

proved.

Questions

Distribution of answers. N =

Answers Not to To be
be proved proved

201.

No answer

Defi 1 84% 7% 9%

ni 5 75% 10% 15%

dons 7 75.5% 11% 13.5%

Th 2 19.5% 70.5% 10%

eo 3 5 86% 9%

re 4 35% 55% 10%

ms 6 17% 68% 15%

Table 5

P'stribution of explanations to the answers "not to be

:oved" in Table 4. The percentages are °tie of the entire

sample.

Other
Definitions Axioms Explanations

Answer you do not you do not or no
Question prove prove explanations

Defi 1 70.5% 1 % 12.5%

ni 5 66% 9%

tions 7 38.5% 23.5% 13.5%

Th 2 6 13

.o 3 5%

4 26.5% 8.5%

wo 6 8% 9%

1

Table 6

Distributions of explanations to the answers "to be

proved" in Table 4. The percentages are out of the entire.

sample.

It is not Other

A theore, given or It is a expla

or a pro not implied, property, nations

position therefore therefore or no

you should you should it should expla

prove prove it be proved nations

De 1

fini 5

tions 7

7%

0.5% 0.5% 9%

0.5% 1% 0.5% 9%

Th 2 10.5% 39.5% 3% 17%

eo 3 12.!.% 43.52 3% 27%

rems 4 8.5% 26.5% 2% 18.5%

6 10.5% 33.5% 2.5% 21.5%

Table 4 shows us that between 55% and 84% know which state

ment has to be proveI and which one does not. As to the

explanations, the majority of the answers in the cases

which do not have to be proved uses a correct argument:

definition or axiom (axiom, nowever, was a mistake in this

questionnaire). Note that 23.5% consider the definition of

parallel lines as an axiom (a common misconception). On

the other hand, on a minority uses -theorem" as an

argument in the cases that have to be proved. The

preferred argument is a vague on "not given- or "not

implied". Also, one should not ignore the percentages of

students who give no explanation or irrelevant explana-

tions. They go from 18% in (5) up to 32% in (3). Again,

we see the importance of specific knowledge when trying to

determine general knowledge. 26.5%, for instance, claimed

that (4) should not be proved because it is a definition.



Table 7

The basic scheme of mathematical preseutation.

Distribution of answers. N = 201.

Correct identifi-
cation of the
figure (rhombus,
parallelogram,
quadrilateral)

Correct Ccrrect
definition theorem

97% 60.5% 72.5%

A theorem
specific
to the
figure

defined

34.5X

Some additio,a1 information to Table 7:

(1) 20% gave a theorem instead of a definition or in

addition to the definition. This also includes

incomplete definitions together with redundant

information.

(2) 3% gave a definition or an axiom instead of a theorem.

(3) When we say -a theorem specific to the definition" it

is, of course, the "expert's view". We cannot tell

tittecher a stud.nt, giving a theorem not specific to the

defined figure, knows it c not. He or she might

believe that it is specific, but in fact it is not. In

the 65.5% which are not included in the last column of

Table 7 we find a variety of examples. Some of them

are really silly. For instance:

(1) The figure is identified as a parallelogram. The

definition is: A quadrilateral whose opposite sides

are congruent and parallel and its opposite a.gles are

congruent. The theorem is: In a parallelogram each

pair of opposite sides are parallel and congruent.

(2) The figure is identified as a rhombus. The definition

It seems that the view behind these answers is that both

the definition of the figure and the theorem about the

figure should mention some properties of the figure. The

definition should mention as many properties as possible.

The properties in the theorem can form a subset of the

properties in the definition.

On the other hand, we did not find an answer in which

the theorem related to a different concept than the

definition. Namely, nothing like a definition of a rhombus

and a theorem about a parallelogram. However, many

students in their theorems, related to the figure they had

defined, properties which were not specific to these

figures. It is impossible to tell whether this is lack of

specific knowledge or lack of understanding of the basic

scheme above. For instance:

(3) The figure is identified as a rhombus. The definition

is: A quadrilateral whose opposite angles are

congruent and all its sides are congruent. The theorem

is: In a rhombus the sum of the angles is 360°.

(4) The figure is identified as a rhombus. The definition

is: A quadrilateral all of whose sides are ccngruent

to each other, whose opposite sides ale parallel and

whose opposite angles are congruent. The theorem is:

The diagonals of a rhombus bisect each other.

Table 8

Decomposition of s .cents into "given" and "prove" in

words. Distribution of answers to questions Al-A4.
is: k quadrilateral whose diagnals are congruent and

N - 201.

Answer
perpendicular to each other and also bisect the angles.

The theorem is: In a rhombus the diagnals are Question Correct Incorrect No answer

congruent to each other, perpendicular to each other Al 88% 10.5% 1.5%

and also bisect the angles. A2 89% 9.5% 1.5%
A3 34% 59.5% 6.5%
A4 76.5% 17.5% 6%

1101
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Table 8 shows us that when familiar statements are

concerned the students' performance is satisfactory (items

Al, A2 and A4). However, the moment they are confronted

with unfamiliar, perhaps strange statements their level of

performance goes down to 34%. What is this ability to

decompose statements? Is it content-dependent or content-

free? It seems to us that it should be content-free.

Otherwise, it is alost mere memorization. In items Al, A2

and A4 the students got statements with which they dealt in

the past. Hence, the decomposition of the given statements

could be supported by memory. In A3, on the other hand,

the students got a statement they had never seen. In a

way, it is not a "correct theorem". Roughly speaking, when

you decompose a statement, the subject is the "given" and

the predicate is the "prove. In A3 it is c1.71med that a

rectangle is a parallelogram. This does not look right.

Either because it is strange or because it is trivial.

Hence, the decomposition should be different. Thus, we

found that 36% included in the "given" part of the "prove"

(the parallelogram element) and 23% confused the "given"

with the "prove". Even so-, Mathematics teachers, with

whom we discussed the questionnaire, claimed that A3 and

A4 express the same theorem. But if so, how come they have

different subjects and different predicates? Our

conclusicn is that the decomposition ability that the

students demonstrated in Al, A2 and A4 is content-dependent.

It is not content-free or formal as one might expect.

As to the last group of questions of this part (Al, B2

and C1), firstly, it has been found that almost everybody

knew how to make suitable drawings in the cases where

drawings were not given. On the other hand, the

translation into mathematical symbols was a major problem

for many students as Table 9 shows us, especially in the

more complex case (B2).

1, .3

Table 9

Decomposition of statements into "given" anti "prove" in
words and in symbols. Distribution of answers to questions

Bl, B2 and Cl. N = 201.

Answer
Question

81

B2

Cl

Success in Success in
Success in words and symbols and
words and failure in ailure in
in symbols symbols words

48% 30% 3%

13.5% 40.5% 4.5%

44% 3% 6%

In the above items, the success of the 12th graders was

drastically better than that of the other grades.

As we said in the beginning of this section, because

of space problems we did not relate to the differences

between the grade levels. The common pattern was that the

higher levels did better than the lower levels, except the

22 weak students of the 11th grace. Thus, to demonstrate

this pattern we graded the students' questionnaires, giving
2 points : every Lull correct answer and 1 point for

partially correct answers. The results are in Table 10.

The numbers indicate percentage= nut (.f the total score.

Table 10

Mean success in the 4 grade levels and the entire sample.

Grade level Mean and standard deviation
9 (A = 69) 59.1

20

10 (N = 53) 66.7
16.4

11 weak students (N = 22) 43.6
22.9

11 good students (N = 42) 73.1
12.4

12 (N = 15) 83.9
8

The entire sample (N = 201) 64.2
20

1 4
1.



From the fact that the upper graders did better, one

cannot conclude that there is a maturation factor here.

This is because of the selection factor. The mathematics

students of the upper grades, except the 22 weak students,

might be better than those in the lower grades.

DISCUSSION

It is only reasonable to believe that structural

knowledge is harder to acquire than factual knowledge.

This is because structural knowledge is usually taught and

acquired implicitly, contrary to facts Al Knowledge. On the

oti er nand, as it was already shown the results, it is

impossible to separate structural knowledge from factual

knowledge. Structural knowledge stems from factual

knowledge or, if you wish, met,-knowledge stems from

knowledge.

So, let us relate first to the factual knowledge factor

in this study. We examined the students' ability to

identify and to draw simple geometric figures. In this

particular aspect it can be claimed that mastery has been

achieved (Tables 1 and 2). This is ontrary to other

studies about different populations (nershkowitz and

Vinnet, 1982: Usiskin, 1982; Vinner and Heshkowitz, 1980).

The reason for tnat difference might be that the population

we exmined had studied Euclidean Geometry for at least one

year. nevertheless, it should be noted that only very

simple tasks were given to the students. It is hard to

predict the success percentage if harder tasks were given

to tt 2 (like drawing altitudes, drawing altitudes in

complex cases as an obtuse angle triangle or a right angle

triangle, drawing the distance of a point from a straight

line, etc.). What we said about the success in identifying

and drawing is also true about the justification level.

Students can analytically explain why a certain. figure 4s

1 1P 5

what it is. From the van Hiele theory point of view, this

means that most students are at least at the 2nd van Hiele

level. On the other hand, when talking about stuctural

k.1:wledge (characterize your explanation!), the percentage

of success immediately goes down (Talbe 1). They are

between 51% and 82% if we ignore the rhombus _tem. When it

comes to defining tasks, they go further down to 48%, if we

ignore the hard case of the adjacent angles in which only

4% fully succeeded. Here we start to see the common

confusion between definitions and theorems. A particular

aspect of the mathematical definition was examined in Part

III. A liberal interpretation of Table 3- can lead to the

A;laim that between 1/3 to 2/3 of our sample is aware of the

minimality aspects of mathematical definitions. Again,

from the van Hiele theory point of view, these students are

at least in the beginning of the 3rd vrn Hiele level.

As to the distinction between definitions and theorems

and which of them have to be proved, once again it was

shown how factual knowledge and structural knowledge depend

on each other. It was found that if a statement is

identified by a student as a definition, he or she knows

that it does not have to be proved. The reason for that --

definitions you do not prove. Unfortunately, in some cases

up to 2/3 of the students cannot identify definitions

(Table 5, item 7, the case of the parallel lines). When it

comes to theorems the situation is similar, but worse.

Contrary co the case of definitions, only about 10% of the

students know explicitly that theorems have to be proved

because theorems are what you prove in Geometry. Of

course, a liberal im erpretation of Table 6 will consider

other types of explanations like not given" or "not

implied" as an attempt to justify it beyond the

tautological stipulation: theorems should be proved

because they are what you prove in Geometry. We are not

inclined

19 6
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to accept this here because our question was: -which

statement has to be proved?" and not "why does a theorem

have to be proved." The fact that we have not found

attempts to explain why definitions do not have to be

proved only supports our non-liberal approach in this

case.

As to the basic scheme of mathematical presentation, it

can be claimed that a majority of the students has a rough

idea whew it is. They have acquired its surface structure.

But when it comes to the deep structure and accurate

knowledge, only 1/3 of the students has it (Table 7). This

is also true about the formal ability to decompose theorems

into "given" and "prove". When the formal ability is

needed (item A3, Table 8) the success percentage goes down

to 34. Therefore, we conclude that the decomposition

ability that students acquire L., content-dependent. We do

not claim that they memorize the decompositions of the

theorems they have learned. But the fact that they did

these decompositions once in the past, with the same

theorems or with similar theorems, helps them to construct

(ot reconstruct) the decomposition in a given task.

Finally -- the ability to use mathematical symbols to

express mathematical statements formulated in an ordinary

language. Ue know it is a major problem in Algebra. L

as well, in Geometry. In the hard case (item B2 in

Table 9), 54% succeeded in decomposing the theorem in

words, but only 13.!% succeeded in doing so alsc in

symbols.

We have drawn a partial picture of some deductive

aspects of Geometry in high school students. (It is quite

partial since we have not dealt at all with i oofs.) The

rather poor situation in these aspects cannot oe separated

from what we called factual knowledge. If you want to

1 7

examine the students' conception about definitions, they

should know particular definitions first. Since the

factual knowledge is quite poor (see for instance Carpenter

et al., 1983), we can expect very little structural

knowledge. Only a minority of the students has some of it.

Whether this is q fact that we wish to put up with or not --

it is a matter of goals in Mathematics education. This

question is beyond the framewrk of this study which was

merely factual.
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ReoresentatiQn_ and Pro,le_m- solving in Basic Electricity. Predictors for
Successful Lea:ning,

1. Introduction

In the domain of basic electricity two different rebcatch approaches

are predominant. The first approach analyzes the problem-solving strategies

of the tudcnts and provides information about students' misapprehensions

about concepts and rules (Cohen et al., 1983, Lillot, 1985). The second ap-

proach emphasizes the importance of the student's rep.ef nation of the
processes in an electric circuit. In .his view, the misconceptions derive from

an integrated represe-lation. .his representation origin'tes in past expe-

rience and structures knowledge that determines perception and compre-
'ensio . xesses.

The student's representation of ba..c electricity may be described in

different ways. Tiberghien and Den, ., 1976, describe students' concep-

tualisation in terms of a linear causal effect between batteries and bulbs,

'.e. the battery is seen as acting on the bulb. A !ersson, 1980, points to a

source-consumer model underlying students' understanding of electric cir-

cuits. Fredette and Lochheld, 1980, use a sink model to describe the stu-

dent's representation. Maichle, 1982, utilizes a give-schema to analyze the

processes in a circuit. Finally, RIO:leek, 1983, interprets the semantic

structures on the basis of students' energy view' where current and energy

6, are intermixed. Common to all of these studies is an integrated repre-

sentation which comp-ises the students' differing concepts on tne one hand

and the different elements of an electric circuit on the other.

This paper e- amines the question whether the learning difficulties

may be interpreted as isolated or as interrelated asr ects of an integrating

representation. For this purpose the formation of different concepts and

;tiles was studied in a small go, of gifte,. students (grade 9). [en students

with an I.Q. between 107 a :.d 140 were taug:it, tests And interviewed over

a period of one year. The most striking result was that one hal. of the

students deN eloped a CO"rect representation whereas the other half formed

an integrated representation incorporating several incorrect reasonings

which 2-e frequently found in students. In a second study the development

of the student's ..dres.ittetion was examined in a normal class situation.

Here the positive and negative results were less stable and only a small

percentage of the students began to construct the physical representation. In

search of an explanation for the differences ,n learning progress of the

students some predictors for successful learning were investigated.

Before the two studies are described in more detail a survey will be

given of the me-t promineat learning difficulties in basic electricity. For

this purpose some results of a European test are presented (Shipstone et al.,

1987). The participating countries were Sweden, France, the Netherlands,

England and the Federal Republic of Germany. Results from Germany

stem from two states, Baden-WOrttemberg and Hesse, which have different

school systems. The total of 1:.:0 students were tested in grade 10 after in-

struction (age range 15 - 17 years). In Sweden, France and Baden-Wfirt-

temberg the sample consisted of students who attended a 'gymnasium' or

grammar school. In the remaining countries only part of the students were

preparing for university cducation.

Despite differences in teaching methods the test results were surpri-

singly similar. Only in the domains of current flow and voltage did the re-

sults show significant differences. is not possible to comment upon the

r"sults of all 13 test items here. In the following five test items will be

discussed (Fig. I). The first item is related to the consumption of current.

The idea that current is consumed is predominant even after instruction.

The second test item is related to 'local' relsoning. Here local reasoning

means that the current divides into two c 'al parts at every junction re-

gardless of what is happening elsewhere. This item was the most difficult

of all the items in the test. The third test item focuses on 'sequential'

reasoning. In sequential reasoning a circuit is viewed in terms of 'before'

and 'after', .e student believing that the current in a certain bulb is in-

fluenced by changes 'before' the bulb whereas a change 'after' will leave

the current in the bulb unchanged. The fourth test item is related to the

differentiation of voltage and current. In all countries except France, when;

I 4



The bulb is connected with .ne battery. The bulb is lit up. Read each
p the sentences below and tick off the correct box.

a. The bulb uses all of the
electric current.

b. 't ne bulb uses up a little
of the electric current.

c. All of the electric cur-
rent from the battery to
the bulb goes back to the
batter,

V In te circuit shown below all
the bt,:bs are r,f the same type.
Complete the currents II, I2 and
13 in the wires.

I don't
true false know

[2

Li _ [21

0 r---,D r-1

1.1,20

In the circuit shown below the current is 0.4A.

1=
Ro 100MA_____I0. 1

_

TF4,- -,

Now the resistor R1 and afterwards the resister R2 are replaced by a 20(
:resistor. The battery ? and the Jun) remain the same. Compare the curren
after the first change and after the second change with the current in th
original circuit.,.

® Look at the following circuit In-
sert the values or the voltages across
the points I and 2: ....V, 2 and 6V T*3: .... V, 3 and 4: .... V.L 4

1i 12

2

EraimmsEMMr414

I 0

I

Look at the following circuit:

I
4V

565

I

fit= 100 R2= 400

12

The resistor R2 = 400 is replaced by a resistor of 500 . Put a tick in the
box with the correct answer.

a) Tho elec-.- lurrent 12 increases.

The , ,tric current 12 stays the same.

The electric current 12 decreases.

1)1 The electric current II increases.

The electric current Il stays the same.

The tlectric current II decreases.

c) The electric current I increases.

The electric current I stays the same.

The electric current I decreases.

Results: (: correct)

1. current not consumed
current consumed (b)

2. values 0.4/0.4/0.4
values 0.6/0.3/0.3

3. completely correct'
sequential reasoning

4. values 0/6/0
values 6/6/6

5. compensation, I =constant
II- = constant
completely correct'

S i NI. 13W H E

39 11 30 28 15 40
55 49 56 50 49 58
14 21 17 18 12 15
59 60 57 53 31 49
30 32 34 33 20 27
43 30 32 38 45 37
14 52 25 34 08 04
61 00 45 42 60 55
32 15 34 21 12 05
14 05 15 08 13 16
16 20 15 30 28 03

Filturea: Inte .rational test: S test items and results.

1 1 3



566 this problem had been specially emphasized in the teaching sequence, the

two concepts were not properly differentiated.

The fifth item shows a circuit of two res:Aors connected in parallel.

Some students argued that a larger resistor leads to an increase in current.

Even more interesting is the reasoning called 'compensation': Here a de-

crease in current in R2 is compensated for by an increase in current in RI

on condition that the tote! current does not change. Another group of
students exter ,ed I constant to all currents. In both cases the battery is
regarded as supplying a constant current, independent of the circuit to

which it is connected. Regarding the battery as a supplier of constant cur-

rent is another example of the more general tendency of students to engage

in 'local' reasoning.

The test results do not affect the question whether or not the different

learning difficulties form an integrated representation. An answer to this

question can only be found when the development of the concepts and rules

used is carefully observed during instruction.

2. The devejooment of the representations in a grout) of gifted students

2.a The study ad the tests

The formaCon of physical concepts and rules was studied in a small group

of ten gifted students with an I.Q. between 107 and 140. These students

were taught outside compulsory teaching over a period of one year accor-

ding to the following principles: Every student had at his disposal his own

experimental equipment with an ammeter and a voltmeter to carry out the

various experiments. A lot of experimontal work was integrated into the

course in circles' to improve motivation. curing the course the student_ were

regularly tested and interviewed. 1 hi, information enabled the development

of concepts and rules to be followed. In the following the results of the

first six tests are reported. The tests relate to several well-known learning

difficulties.

Test 1: The consernlion of current in a closed circuit. Test 1 is con-

cerned with the constraint I constant in a closed circuit. Only two of the

original three test items are presented in Fig. 2. All ten students solved

these tasks correctly. This good result may be explained by the emphasis

Placed on the bicycle chain analogy and e..perimental evidence.

0 In the circuit drawn below the resistances R1 and R2 are different.

There are four ammeters in the circuit. Al shows a reading of II 2A.
Write on each of the other meters what you think they will read.

0 Five identics! bulbs are connected in a series circuit with a battery.

I

1 2 3 4 5

Put a tic,: in the box with the correct answer

Bulb 5 is brighter than bulb I.

Bulb 5 is just as bright as buib I.

iBulb 5 is dimmei than bulb I. D
Figure 2: Tasks related to I constant in a closed circuit (test 1).

Test 2: Voltages in simple connection diagrams. This test checks the

ability of the students to classify simple circuits with the connections in

series and in parallel (Fig. 3). The correct c!assification is a precondition

for solving the second question of the test items The students did not meet
2 ;
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with difficultin in this part of the test. The second part of this test is re-

lated to the questica of whether or not the students have at their disposal

two different rules for the voltages in these circuits. The results show that

five students have available two independent rules whereas the other five

students have only one rule for the voltage: The voltage is divided up in

every circuit. For these students the concept of voltage has not developed

as it should.

1

c I
Arrange the circuits drawn below in groups. (A classification in terms

o circuits with bulbs and circuits with resistors is not intended.) The num-
ter of groups may be more or less than the number given here:

group A:

group B:

group C:

group a
0 All the bulbs in the circuits drawn below art of the same type. Insert
the values of the voltage across the given points.

L

Figure 3: Voltages in different connection diagrams (test 2).

1 1 ; 6

1

Test 3; Currents in simple connection diagrams. The third test (Fig. 4)

combines ;terns which are equivalent to the items of test 2 and which are

now related to the concept of current. All students know two independent

rules for the currents but one student confuses tne two rules. Generally, tic

rules for currents are learned more easily than the rules for voltages.

0 Text as in Figure 3.
0 All the bulbs in the circuits drawn below are of the same type. Insert

the values of the current at the given points

I 3 = 3 A O 0
a, I

kik
=

IPto,i
fr a

a

t Ii=3A g
aa

o I = A

11=3A

0:0 :
. =

..- a

a

f

.2
Ii= 3A

0

i 0 n 0

(...)

Ifl =

f I)=3A

103,

Figure 4: Currents in different connection diagrams (test 3).

Test 4: 'Local' reasoning. ' sequential' reasoning and circuits with
measuring instruments. Test 4 (Fig. 5) comprises items elated to ",ocar

reasoning, 'sequential' reasoning and circuits where the measuring instru-

ments are integrated. The type of error called 'local' reasoning fails to con-

1i 7
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sider what 'happens elsewhere in the circuit'. The currents in the different

wires leading to a junction do not derive from the voltage and the resistors.

In the difficult item I.b four students inserted II - 0.6A, 12 - 13 = 0.3A

regarding the current as dividing into two equal parts at each successive

junction encountered. Emir other students solved item Lb correctly and the

remaining two students met with difficulties in classifying the wiring dia-

gram in I.a as a parallel connection. The items I.cjd were less lifficult.
The percentage of correct solutions is 70%, one student used 'local' reaso-

ning and split the voltage as if it were current.

'Sequential' reasoning was employed by students in item k who ana-

lyzed the circuits in terms of 'before' and 'after'. The increase in the

resistor 'before' the bulb led to less current in the bulb whereas the
increase in the resistor 'after' the bulb left the current in the bulb

unchanged. Two students employed 'sequt, -tial' reasoning and violated the

Constraint that current is conserved (see test I).

0 Insert the values of the current and the voltage:

e IN 0 V

1=1. 2 A
I_1.1A

Bill.iiii,i.liW
. 'ill/

1 ,
01%

0,614

41.

0 El b` V

E =cd

0 lab'
6,4 b F.

1P

'ed. -- V
v

0:4

E . ,.imettt.
IWPI

1.4

12V

12 V

11 i8

0 In the circuit drawn below the current is 0.4A.

1_, A
R,=10()

First the resistor RI and then the resistor R2 are replaced. The battery and
the bulb remain the same.

First change: The resistor RI is replaced by the resistor R3 = 200:

Compare the current in the second circuit with the current in the first cir-
cuit. Put a tick in the box with the correct answer.

I. The current in the bulb is now less than 0.4A.

2. The curr.nt in the bulb is now 0.4A as before.

3. The current in the bulb is now greater than 0.4A.

true

a
Second chanste:The resistor RI is reinserted. Then the resistor R2 is repla-
ced by the resistor R3 = 200:

T

Fit= 1Q)

Compare the current in the third circuit with the current in the first cir-
cuit. Put a tick in the box with the correct answer.

I. The current in the bulb is now less than 0.4A.

2. The current in the bulb is 0.4A as befor-

3. The current in the bulb is now greater than 0.4A.

' ;

true



In the circuit drawn below the switch is closed. Complete the read .s
of the measuring instruments: 1

1

® In the circuit drawn below the switch is open now. Complete avin
the readings of the measuring instruments.

Figure 5: Tasks related to 'local' reasoning, 'segue .tial' reasoning and
circuits with measuring instruments (test 4).

The third item of test 4 shows whether or not the student may disre-

gar the measuring instruments in a wiring diagram. Even for students at

the .iniversity level this task is difficult (McDermott, 1985). In our group

item 3.a was solved correctly only by two students and item 3.b by four

students. ";e respective interviews showed a broad spectrum from very

primitive to rather acceptable argumentations.

11.11Usz antic structures. Fig. 6 shows two items which are com-

bined in test 5. The first item checks the ability to differentiate between

voltage and current. Four students do not distinguish between these twt,

concepts in tht first item and only half of the students solve this item com-

1120

1

pletely correctly. The second item of test 5 is related to the differentiation

between current and voltage, too. Six F. lents rightly ticked off the correct

statement 2.2. From among these students five students solved the first item

correctly.
.

1

I 0 Look at the four drawings A, B, C and D which contain usable batte-
ries and bulbs.

1

I

2 A B

Read each of the sentences below. One sentence may be true for several
drawings. Put a tick in the box if you think the sentence is true.

1. The bulb will light up.

2. There is an electric current here.

3. There is an electric voltage here.

I

don't
A B C D know

00 000
® Here you find three sentences about the electric current and the

electric voltage. Read each of the sentences and tick off the correct box.

: :ion%
true false kaow

1. The electric voltage and the elec-
tric current always occur together.

2. The el.:ctric voltage may occur
without an electric current.

3. The electric current may occur
without an electric voltage.

Fisture 6: Tasks to assess semantic structures (test ';).

11.21
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Test 6: 'Local' reasoning in more complicated circuits. The last , the

tests presented here recapitulates the problem of the first test item of test 4

(see Fig. 5) in a more complicated manner with different resistors in paral-

lel: RI = 100 R2 - 200 and R3 = 100 . Six students solved the more

complicated test items I.a/b correctly and eight students the test items

1. c/d. These results show that the students may be led by teaching, testing

and discussion to betier results in more and more complicated problems.

Tests I to 6 check the qualitative reasoning of the students and their

conceptions of current, voltage and resistance. More formal tasks were pre-

sented to the students, too, but these tasks are not discussed in this paper.

All the tests were submitted to the students without a preliminary an-

nouncement before the weekly lessons.

A more careful evaluation of the test and interview results shows that

after some weeks the group of ten students split up into two sub-groups.

One half of the students correctly differentiated between the concepts of

voltage and current and formed a correct physical representation. The other

half had difficulties with the physical concepts and rules in nearly every

problem presented and developed an integrated representation which inclu-

ded many learning difficulties. For a better understanding of the problem-

solving strategies used a two-dimensional graph was utilized. This graph

will be described and used in the next section.

2.b The mapping of the different representations in a double hierarchy

For a better analysis ui the test and interview results and the prob-

lem-solving strategies used a double hierarchy is employed which is similar

to a double hierarchy proposed by DOrner, 1976. The dimensions of the

double hierarchy are 'formation of theory' and 'complexity' (Fig. 7). The

vertical dimension describes the 'formation of theory' at deferent levels.

The concepts at the first level are subject to rules at the second level. A

third level with Maxwell's equations could be added and again the rules and

laws of the second level are subject to Maxwell's equations at the third le-

vel. The connections between the different levels are given by straight lines

and each straight line may be expressed as 'is subject to'. The horizontal

dimension describes the complexity of the system in attribute-relations and

whole-part-relations. For example, the current may be given with a certain

7 9 2.6 i OW

value or may be described by a certain verbal definition. Here the connec-

tions are given by 'is'. In Fig. 7 all of these connections are delineated for

two resistors connected in series with all the required laws and rule-based

constraints.

Egure 7: Double hierarchy with the concepts and rules for two resistors
connected in series.

1 ' ' -)<!. ,- ..)



In Fig. 8 the dotted lines show the connections and inferences which

are necessary for the test item 3.: of Fig. 5 to be solved. Of course the

Flaure_8: Correct solution of task 3 a of Fig 5 and incorrect approach of
one student.

1124

student's solution may not incorporate these connections. The additional

lines in Fig. 8 describe the incorrect solution of a student who predicted 6V

across every bulb and explained that 'the current stays the same'. Obviously

the rule Et El + E2 is villated and tne constraint It .. constant leads di-

rectly to the incorrect constraint Et - constant.

It is a typical feature of this student to directly infer some rules
about the ' .stage after stating rules about the current. Other elements of
the circuit like resistors were not mentioned, i.e. Ohm's law was left out of

consideration and the voltage was seen as a kind of attribute of tl. electric

current. The connection between current and voltage may be verbalized as

'the rule for the current has as a consequence an equivalent rule for the

voltage' (see Fig. 8). This problem-solving strategy is used by the same stu-

dent in different test items (Fig. 9). In four cases this student stated rules

for the current which had as a consequence an equivalent rule for the vol-

tage. For this strategy a predominant conception o: current may be respon-

sible. At the same time the student's conception of current is burdened with

false ideas about the consumption of current, local reasoning and sequential

reasoning. All these conceptions cannot be integrated in the double hierar-

chy of Fig. 7. A better description is given in Fig. 9 where all of these

conceptions and the additio al concepts and rules are displayed. Similar re-

presentations were found amongst other students of this sub-group.

A survey of the correct representation on the one hand and the incor-

rect representation of a sut-group of students on the other is given in
Fig. 10. The core of the latter representation is the idea that current is
consumed which is already present before instruction (RhOneck, 1983).

During instruction local reasoning, sequential reasoning and other

aspects of the student's representation develop. For example, when the di-

rection of the current is introduced sequential reasoning is inevitable.

A popularized description of the integrated re, resentation of students

is illustrated by the cartoon in Fig. 1I Current consumption, local reaso-

ning, sequential reasoning, compensation and the defective differentiation

between voltage and current are all consistent with the picture of Fig. 11.

1 1 '-'1 c- 0
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0.32 1.00 0.90.

I.Q.
first class recent.

test
Piaget

tests test test

241'

I.Q. 1.00 0.32 0.17 0.51
0.83*

0.44
first tests 0.62
class test 0.17 0.90 1.00 0.70 0.57

-:%4 0.44 0.57 0.58
retention test
Piaget test

0.51 0.83
0.62

0.70 1.00 0.58
4-T

1 00S

t5iri r_h

ih;2' P
.1-

(Shipstone, 1984). A change at one point in the circuit leads to effects at

that point or at a point 'after'. A third interpretation may describe the stu-

dent's representation in terms of causality. Tiberghien and DelacOte, 1976,

point to a linear causal effect between batteries and bulbs where the battery

acts on the bulb by means of electricity or current. Andersson, 1986, em-

phasizes the causality gestalt. Gestalt means that the student's representation

is more than its parts, and indeed, this representation in one sense does
make sense.

As a final remark on students' representations, the following fact

shot.....1 be added. The students' representations disintegrated at the end of

the teaching phase. In the last test we only sometimes found typical con-

ceptions. But even after the disintegration of the students' representations

those students who had not spontaneously developed physical representation

had great difficulty in learning the correct concepts and rules. Their diffi-

culties are brought out by the statistics. Tab. 1 shows the correlaticns bet-

ween the results of the following tests: 1.Q. test, the first six tests, the final

class test, a retention test and a Piaget test on formal operations. There are

considerably high correlations between the results of the first tests, the class

test and the retention test. That means the score of the first tests which
show the ability of the student to learn spontaneously is a good predictor of

successful learning.

Figure 11: The monster model which illustrates the student's representa-
tion.

1128

Table 1: Correlation matrix (grade 9, It.1=10, gifted students).
Significance: 0.01

3. The results of a teachina seauence in a normal class situation

In a next step we wanted to analyze the learning processes in a 'nor-

mal' class situation. The class consisted of 21 students who had chosen

1129
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French as their second foreign language (Realschule [a kind of technical

secondary school], grade 8, three boys and 18 girls). This group of students

was taught four hours per week over a period of six months on the same
principles as the group of gifted students.

A general impression of the results is that the learning processes and

the development of an integrated representation were less stable. There may

be differe t reasons for this: The stress on performance in the first and
second class test which disturbed the spontaneous learning processes, the
composition of the group with students who are primarily interested in
learning languages and not physics, and the fact that the students were on
average less intelligent and one year younger than the group of gifted
students. For this reason it was necessary to reduce the subject-matter to
very simple parallel-series connections.

In the normal class the search for predictors of successful learning
was extended to additional psychological variables. Data were collected cn
the following:

LQ. (I-S-T, 1971).

interest in electricity (HUB ler, 1987) In this test the students indicate
their interest on a multiple choice scale between very high and very
low. Only those parts of the test results were evaluated which are re-
lated to electricity.

mutual assessment of interest in electricity. Here the students indicate
the interest in electricity of their class-mate..

the development of formal operations [the Piaget test] (Lawson). This
test presents 15 demonstration items that illustrate physical problems.
Finding solutions to the problems involves problem-solving strategies
which are interpreted in the context of Piaget's theory on cognitive
development.

the students' spontaneous grasp of information about physical con-
cepts and rules [the first tests].

achievement motivation [in form of a so-called grid test) (Heckhau-
sen et al., 1985). This test measures various components of the
students' achievement motivation separately. It cor...ists of 18 picture
situations in which achievement could play a role.

Also included in our considerations were the following attainments in phy-

sics:

the results of the first class lest. This test combines test items related
to the concepts of current, voltage, resistance, parallel connections
and series connections.

the results of the second class test. This test is concerned with simple
parallel-series connections.

the results of a retention mg. This test recapitulates the problems of
the first class test with similar items two months after the first class
test.

Finally data in the form of school marks were collected on the students'
ability

- in mathematics, German and biology in the last grade.

The correlation matrix for the ten variables is given in Tab. 2. It in-

dicates that again the results of the first tests correlate with the results of
the achievement tests, but are less dominant than in the gifted student

group (see Tab. 1). A strong correlation exists between the way st ..ents

assessed their class-mates' interest in electricity (mutual assessment test) and

the results of the spontaneous learning tests (first tests), the achievement

tests and the retention test. The different achievement tests also correlate
with each other. Nearly all other correlations are surprisingly small.

To understand in particular the unexpectedly low correlation between

I.Q. and the results of the class tests, found in the gifted student group as
well (see Tab. 1), we compared the data on these variables for each student.
Fig. 12 shows the interrelations. The division of the group of gifted stu-
dents into two sub-groups, as described in the foregoing section. can be
easily seen here. The results of the normal class mirror the relationships
found in the gifted student group. A: in this group I.Q. and the ability to

construct a physical representation in the -.ormal class hardly correlate. Jan,

for example, with a relatively high I.Q., did not develop a physical repre-

sentation but showed different aspects of a student's integrated representa-
tion such as consumption, sequential reasoning and compensation. Pet, hop-
ever, with a much lower I.Q., was able to construct the correct representa-

tion. He gradually adopted the roll of the class expert. Similar effects were

noticed ill the group of gifted students (see Tho and Mat).

With the collected data for the ten variables a factor analysis was car-
ried out. The basic assumption of such an analysis is that the observed cor-

relations between the variables result from their shared underlying dimen-
sions, called factors. Conversely, these not-directly-obscriablc factors

1 1)
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first
marks I.Q. interest tests

I.Q.

140
marks 1.0000 .4236 .3168 .0022
I.Q. .4236 1.0000 -.0637 .1465
interest .3168 -.0637 1.0000 .4066
first tests .0022 .1465 .4066 1.0000
class test I .1757 .1562 .3267 .5163 T
Piaget test 2719 .2518 .2365 -.1166 1
class test 2 0833 .0100 .1280 .3937
achieve. mot. .4437 -.0234 -.0118 -.2000
retent. test .1033 .1266 .2994 .3200
mut. assess. -.0521 .0637 .4810 .8391"

6
.

......

,
class Piaget class achievement

1?2, ..,.. .....:-:-
. ....--- ..-,

---104r..'-.

..' ... .m... .
---.,

: -test I test test 2 motivation
,..s... ..

I.Q. .1562 .2518 .0100 -.0234 -.><'''marks .1757 .2719 .0833 .4437 -----

interest .3267 .2365 .1280 -.0118 11 -re*
first tests .5163 -.1166 .3937 -.2000 /- ...- ----_____---"?class test 1 1.0000 .3709 .5748 -.2271 Mat .
Piaget test .3709 1.0000 .2971 -.0600 .-..-..',..<:------ .Z
class test 2 .5748 .2971 1.0000 -.3069 7
achieve. mot. -.2271 -.0600 -.3069 1.0000 --7rretent. test .1894 .5066 .5690' -.3925 100
mut. assess. .6377 .2436 .5799 -.3553

Pet
retention mutual ..--------;'
test assessment

-----

50

40

final class test

maximum score

30

20

marks .1033 -.0521
I.Q. .1266 .0637
interest .2994 .4810
first tests .3200 .8391
class tee: 1 .1394 .6377
Piaget test .5066 .2436
class test 2 .5691 .5799
achieve. mot. -.3925 -.3553
retent. test 1.0000 .5479
mut. assess. .5479 1.0000

Table 2: Correlation matrix (grade 8, N 21, normal class situation).
Significance: 0.01, 0.001

are defined by groups of the variables. One goal of factor analysis is to re-

present relationships between variables using as few factors as possible. In

the present case a four-factor model seems to be adequate to represent the

90

gifted students
---normal students
--selected students (see text)

10

80

Figure 12: amparison of the students' I.Q.s and the results of the final
class tests.

data. The different techniques for factor extraction of the SPSS/PC+ pro-

gramm used (principal components analysis, principal axis factoring, maxi-

mum-likelihood method, alpha factoring, image factoring, unweighted

least-squares method, generalized least-squares method) yielded nearly the

same groups of variables for each of the first three factors. For the fourth

1 1.33
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factor only four of the seven methods led to the same configuration of va-

riables. Nevertheless, the result as a whole is consistent and interpretable.

The four factors explain about 67% of the total variance. The first

factor is closely related to the first tests, the mutual assessment and the

first class test. This factor can be interpreted as the willingness and ability

of the students to accept more or less spontaneously the new concepts and

rules whicn lead to a new frame for understanding the physical world.

Whereas the first factor describes the entry into the new frame, the second

factor combines the long-term effects which structure this view. The Piaget

test, the retention test and the second class test fcrm this factor. The third

factor based on the variables of motivation and subject attainment is an ex-

pression of the students' hope of success. The fourth factor may be related

to general intelligence. The first factor explains approximately 33% of the

total variance, the other factors 15%, 10%, and 9%, respectively.

The SPSS/PC+ programm used allows us to compute factor scores for

each student. This has been done for the factors extracted with the princi-

pU axis method. The standardized factor score values for the two students

Pet and Jan are given in Tab. 3.

Factor I Factor 2 Factor 3 Factor 4

Jan -.99 1.37 1.11 .96

Pet 2.28 .53 -.84 -1.14

Dial: Factor scores for two selected students.

The values of Tab. 3 exemplify the results discussed above. Jan, who

has a relatively high I.Q., is motivated and able to structure knowledge in a

formal way, did not develop a correct representation owing to an inability

to accept spontaneously the new concepts and rules. Pet, on the other hand,

who has a low I.Q., is unmotivated and only to some extent able to struc-

ture knowledge, constructed the physical representation because of his abi-

lity to follow instruction spontaneously. Similarly, but less dramatically, the

factor score values of other students confirm these results.

A
I 1
+ '4.

To broaden the basis of our research, we intend in the near future to

investigate approximately 100 students from grade 8 in the same way .
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TOWARD A COGNITIVE PHYSICS COURSE

Walter G. Wesley

Department of Physics and Astronomy

Moorhead State Univr-sity

Moorhead, MN 56560

Introduction

The "new crisis" of science illiteracy has focused attention

on major problems in the structure and teaching of traditional

physics courses offered ia the high schools and universities.

Research in science education and cognitive science has led to a

number of results which directly impact on how students learn, or in

many cases do not learn. Often these results illuminate some of the

frustrating situations we encounter in the physics classroom. Students

should be learning to think, app'y general principles and solve prob-

lems in physics courses; but this apparently is not happening. New,

or reorganized courses and textbooks seem to be needed to address

these considerations. In this paper I will report on one such course.

Problems With Traditional Courses

The typical introductory college physics sequence course has

changed little in the past fifty years. Other than in details,

physics texts used today are very similar in structure to those

used in the 1930's. However, there is mounting research evidence

that students are not "learning physics". Over the past several years

a great deal of time has been spent at professional meetings, such

as those of the American Association of Physics Teachers, on con-

sideration of problems involved in the teaching of introductory

physics. Among the concerns raised at these meetings are the

following:

a. Most students come to our classes with a fairly well

developed, if somewhat incoherent, conceptual system relating to the

physical world. We may call these views misconceptions, alternative

1J.7

frumeworks or simply wrong, but they cannot be ignored in our

instruction. Research and reflection on our own experiences

demonstrate that these student views are highly resistant to change.

b. Students try to learn physics completely or yartially by

rote. The traditional organization of physics texts and courses is

logical and follows the historical development of the discipline, but

it does not "work" psychologically. Major concepts, such as fields

or waves, are usually discussed in fragments separated by several

hundred pages in the text and, perhaps, months of class time. Cog-

nitive scientists have investigated how information is organized and

processed. People think and learn with concepts; therefore meaningful

learning must focus on concepts and their relations. Concepts are

organized, in our memories, into a hierarchical cognitive structure.

New concepts are most efficiently learned and retained wnen they are

linked to existing general concepts already present in the cognitive

structure of the learner.

c. Students do not learn the conceptual structure of physics

implicitly, rather they must have explicit instruction about the

structure of knowledge. Rote learning does not encourage students

to develop or appreciate the conceptual structure of physics.

d. Since the introductory course is the only exposure to physics

for many of the students, it is imperative that some modern physics

be included and that they get some appreciation for the differences

between the "new" physics and that which takes up most of a typical

textbook.

The Reorganized Course

Over the past year I have reorganized the introductory, three

quarter, physic; sequence that I have taught for several years, with

the above concerns and my own experiences in mind. This course is the

noncalculus sequence which is taken by a wide variety of students--for

example life science majors, preprofessionals, energy management

majors, and some industrial technology students. As one would expect,



their backgrounds are extremely varied, as are their abilities. The

class enrollment, at its start, is usually 40-60.

My approach was to structure each quarter around a few general

concepts. The concepts aid the major topics covered are summarized

separately below.

Physics 111

Concepts: 1. Matter exists in the form of units which can be

classified into hierarchies of organizational levels.

2. Units of matter interact. Most changes we see about us;

e.g., motion, are due to interactions between units of matter. At

present it is believed that all ordinary interactions are electro-

magnetic, gravitational and nuclear. These interactions ,an be

described in terms of fields.

Topics: 1. Nature of matter

2. Motion-kinematics

3. Interactions-momentum

4. Interactions-force

5. Fundamental interactions

Physics 112

Concepts: 1. All interacting units e matter tend toward

equilibrium states in which the energy content is a minimum and the

energy distribution (entropy) is most random. In attaining

equilibrium energy transformations, matter transformations and matter-

energy transformations may occur; but the energy-matter sum remains

unchanged.

2. One form of energy is the motion of units of matte'. Such

motion is responsible for heat and temperature as well as the three

states of matter.

1', 9
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Topics: 1. Work and energy

2. Conservation of energy

3. Gravitation and fields

4. Electric fields and energy

5. Electric current

6. Temperature and heat

7. Kinetic theory and states of matter

8. Thermodynamics

Physics 113

Concepts: 1. Energy may be transferred by particles or waves. Wave

motion permeates nature.

2. Phenomena at the macroscopic and microscopic level are

fundamentally different. At the microscopic level there is a wave-

particle duality, or complementarity.

Topics: 1. Oscillatory motion

2. Mechanical waves

3. Sound

4. Electromagnetic waves

5. Pnysical optics

6. Electron waves and atomic structure.

Such a reorganization by itself does not guarantee that the

concerns outlined above will be adequately addressed. The classroom

atmosphere must also change. While lecturing is an efficient mode

of conveying factual information, it rarely fosters conceptual

learning. Students must grapple with the rut, concepts through

discussion and application, such as problem solving. One way of

providing such interactions is through group work. Much less material

is being covered and it must be covered in a different manner. As

has been well documented, misconceptions die hard; forcing students

to diallenge their own ideas is time consuming. Part of that time

must be spent in laboratory activities. For my course I had to
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restructure the laboratory sessions so that they would reinforce

the conceptual development preseated in the classroom. Previously,

the main focus of the lab had been the learning of laboratory

technique, rather than the development of conceptual skills. The

amount of number crunching was greatly reduced, partly by collecting

less, but more meaningful data, but also by more efficient use of

computer analyses.

Students were encouraged to focus their attention on the

structure of the knowledge they were learning in class, lab and

problem solving. Two heuristic aids were used for explic;tly

bringing out this structure. Concept maps were recommended for

organizing each unit of material. For both lab and problem

solutions students were required to construct knowledge vees.

Construction of a concept map visually illustrates how new concepts

relate to those which have already been learned, and the knowledge

vee shows, again in a visual manner, the process of studying an

event, either in the lab or in a problem situation, in terms of

concepts and principles needed for its analysis.

Results and Conclusions

I am convinced that this organization of material works better

than the usual logical order of a typical textbook. The experimental

group of students seems to have grasped the process of physics better

than my past classes; misconceptions were fewer, as measured by test

scores, at various stages of the course; the GPA was higher and they

were able to work novel problems on final exams. For example, on the

final exam for Physics 113 I gave them a series of questions/problems

and asked them to explain how they would go about developing an

answer. They were asked to explain in terms of concepts, principles

and theories how they would approach each case, but not give a full

solution. Usually they could not have been expected to provide a

complete answer, as their conceptual tool kit was missing some of the

pieces needed for a solution.

As mentioned, average grades were a bit higher than what I had

experienced in the past, but the main indicator that something

useful was occuring was the dropout rate for Physics 111. No

matter who has taught the course over the last decade (myself included),

this rate has been about 25%. My dropout rate last fall was only 4%,

and both students withdrew from school. In the past, few students

who completed the first quarter withdrew from later courses in the

sequence, and this trend continued with the experimental group.

Finally, the affective level was high. Students seemed to feel

good about what was happening in the course. They felt that 6ney

were active participants in the teaching-learning process. Throughout

the year I kept them informed about what I was trying to do and stressed

that they were responsible for their own learning.

Overall I have been very happy with this approach and will

continue it, with some refinements, next year. Too much material

is still being covered, even with the paring that has been done. I

am convinced that some problem solving must be done in the classroom

by the students, either alone or in groups. The current practice of

having all problems worked away from class, or even the campus, is

inefficient and leads to frustration as a result of lack of guidance

and encouragement. Such classroom work will take yet more time away

from material; but it will, I think, increase learning. The labs

aeed refinement to make them more supportive of the student's conceptual

development. I would also like to develop some techniques for

assessing, in a quantitative way, the results of conceptual instruction.
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